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Abstract—Internet of Things (IoT) systems are characterized
by highly automated operating environments, which comprise
several IoT end devices (IDs) that generate vast amounts of data
with strict real-time communication and high data rate require-
ments. Edge computing facilities are an alternative to traditional
cloud computing and support massive data processing in IoT
systems while reducing the burden on data centers. In this paper,
we consider an edge-based IoT system that comprises an edge
server (ES), edge gateways (EGs), and IDs that communicate
wirelessly. The EGs reduce the load on the ES by preprocessing
data received from ID. However, it may not be possible for a
few EGs to accommodate a sheer number of IDs, given the lim-
ited computing power and communication coverage of the EGs.
Therefore, it is necessary for a few IDs to directly connect to
the ES without the support of EGs. Thus, we propose a resource
orchestration scheme between EGs and ES and/or among EGs
based on a Lagrangian and the Karush–Kuhn–Tucker condi-
tion. The scheme allocates optimal resources by considering the
computing capacities of EGs and ES and manages interference
among the EGs to maximize the efficiency of IoT systems. The
performance evaluation indicates that the proposed scheme out-
performs the existing schemes in terms of aggregate throughput,
latency, data reception rate, and workload fairness among EGs
by 42%, 59%, 37%, and 40%, respectively.

Index Terms—Edge-based Internet of Things (IoT) system,
edge-gateway (EG), edge-server (ES), IoT device, resource
allocation.

I. INTRODUCTION

EDGE computing presents a significant opportunity to
unburden existing cloud computing infrastructure by

extending cloud services to edge nodes with sufficient amounts
of storage, computation, communication capabilities, and man-
agement functions at the edge of the network [1], [2]. This
delivers significant benefits including reduced response times,
increased spectral efficiency, security, and lower operating
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Fig. 1. Edge-based IoT system architecture based on wireless links (all links
are wirelessly connected (black dotted lines).

expenses, and is suitable for applications that produce vast
amounts of time-sensitive data.

An Internet of Things (IoT) system is characterized by a
highly automated operating environment, consisting of IoT
devices (IDs) with strict real-time communication require-
ments [3], [4]. Furthermore, the number of IDs increases
annually, thereby resulting in the generation of significant
amounts of data in addition to requirements for higher data
rates. Given this dynamic, edge computing is a promising
technology in an IoT system environment.

Unfortunately, traditional edge-based IoT systems including
smart manufacturing system interconnect equipment, such as
IDs, edge gateways (EGs), and edge server (ES), by using
wired communication media. This implies that deployment
costs become prohibitive when the amount of equipment
increases, thereby affecting the scalability of the network.
Thus, it is necessary to connect edge-based IDs wirelessly as a
means to reduce deployment costs and increase service scal-
ability. Conversely, wireless edge-based IoT systems exhibit
the advantage of scalability such as longer distance service
when compared to existing solutions without special facili-
ties and easy deployment of new devices. Fortunately, this is
achieved through conventional cellular networks or sufficiently
wide bandwidth communication protocols (e.g., LTE [5], [6]).

Fig. 1 shows an example of an edge-based IoT system archi-
tecture. As shown in the figure, an edge-based IoT system
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consists of one ES layer, and multiple EGs layer, and IDs
(device layer). The ID simply senses the environment and
transmits status information to the EG. The EGs exhibit a com-
puting capacity and are deployed in close proximity to the IDs
to receive monitoring traffic. The received monitoring traffic is
preprocessed by an EG and delivered to the ES. Furthermore,
IDs that are not located in an EG’s region of coverage directly
transmit monitoring frames to the ES. The ES corresponds to
the orchestrator that manages the entire edge-based IoT system
and controls certain EGs or IDs. Furthermore, it denotes the
bridge that connects to external cloud servers. The struc-
ture provides IDs with prompt access and request services at
extremely high-speed and significantly low transmission and
computing latency.

However, given radio resource constraints, efficient resource
management to enhance service capabilities is considered as
an emerging challenge in edge-based applications. Specifically,
the ES and EGs share radio resources in wireless edge-
based IoT system environments, and thus the orchestrator (ES)
should manage the interference between them. Given the aim
of providing a higher data rate and service quality, the orches-
trator may prefer to assign radio resources to an EG first.
Although the approach achieves a better network through-
put and spectral efficiency, the workload is concentrated on
the EGs, and this can result in frequent interference between
the EGs.

To resolve the problem, we consider the following environ-
ment in an edge-based IoT system. The IDs periodically send
monitoring traffic to the associated EG or ES. EGs forward the
received monitoring traffic to the ES for preprocessing. The
ES stores/processes the traffic delivered from IDs and EGs
and conveys control messages concerning network manage-
ment back to the IDs and EGs as shown in Fig. 1. Hence, we
propose a frequency resource allocation algorithm between the
EGs and ES, and an interference management (IM) algorithm
among the EGs. The contributions of this paper are as follows.

1) We proposed a queue backlog-based resource orches-
tration scheme by considering the storage/computing
capacity and interference among EGs for wireless edge-
based smart manufacturing system. The scheme deter-
mines the ratio of radio resource allocation between
the EGs and ES through a Lagrangian and the Karush–
Kuhn–Tucker (KKT) condition.

2) Different from other existing researches where a sin-
gle channel is assumed, we modeled an edge based
IoT network assuming a dual-channel (LTE for licensed
channel and WiFi for unlicensed channel) with LTE-
WLAN aggregation technique. With this assumption, our
proposed scheme orchestrates the resource of licensed
channel considering the available resources of the unli-
censed channel.

3) We analyzed the proposed resource orchestration scheme
comparing other resource allocation scheme in terms
of throughput, latency, availability, and transmission
fairness in the Samsung Vietnam semi-conductor man-
ufacturing system.

The remainder of this paper is organized as follows. In
Section II, we describe related work on edge-based IoT

systems. Furthermore, we describe the system model for edge-
based IoT systems in Section III, and in Section IV we analyze
the performance of the proposed scheme with a Lagrangian
function and determine the optimal ratio of resource allocation
between EGs and ES. Section V evaluates the performance via
simulations, and the conclusions and suggestions for future
research directions are detailed in Section VI.

II. RELATED WORK

Fog computing brings the capabilities and benefits of cloud
computing to edge devices, and this is close to where data
is generated. This generated significant interest for multiple
industry verticals and technologies including semiconductors,
connected cars, and IT hardware industries such as NVDIA,
HPE, Dell, and EdgeXFoundary [7]. The aforementioned com-
panies established various service platforms with the aim of
minimizing user latency and ensuring compatibility in various
industrial environments.

Studies on fog and edge computing are performed in both
academia and the industrial sector. Zeng et al. [8] designed a
task scheduling and resource management scheme with a min-
imized task completion time to improve user experience. A
three-stage heuristic algorithm is proposed to solve the mixed
integer nonlinear programming problem of minimizing the
task completion time and consists of the computation time,
I/O interrupt handling response time, and transmission time.

Energy-efficient resource management is another area of
interest in fog and edge computing networks [9]–[11].
Zhang et al. [9] focused on the energy efficiency of compu-
tation offloading networks with the aim of minimizing energy
consumption under task latency constraints. Energy-efficient
computation offloading mechanisms jointly optimize offload-
ing and radio resource allocation to obtain the minimal energy
consumption under the latency constraints. Sun et al. [10] sug-
gested an energy-aware mobility management (EMM) scheme
based on Lyapunov optimization and multiarmed bandit algo-
rithm. The EMM scheme optimizes the delay caused by
both the radio handover and computation migration cost.
Dinh et al. [11] minimized task execution latency as well as
mobile device energy consumption. In contrast to other studies,
the aforementioned study focuses on minimizing the energy
consumption of a mobile device that is served by multiple
edges and solves the minimization problem by using a linear
programming relaxation and semi-definite relaxation approach.

In [12], Stackelberg game and matching theory is applied to
a resource allocation problem involving fog nodes, data service
operators, and data service subscribers. The authors proposed
a framework that solves the resource purchasing problem
and pairing problem and achieves an equilibrium or stable
results. Stochastic optimization is typically utilized in resource
allocation problems for fog networks [13], [14]. In [13],
resource allocation in a fog setting is formulated as a stochas-
tic optimization problem by considering queuing delay, traffic
arrivals, and channel conditions as constraints. A joint mode
selection and resource allocation algorithm is proposed and
achieves a flexible tradeoff between the average throughput
and delay. In [14], a stochastic joint radio and computational



resource management scheme is proposed based on Lyapunov
optimization to deal with the tradeoff between the average
weighted sum power consumption and average execution delay
in a multiuser MEC system. Ni et al. [15] proposed priced
timed Petri nets (PTPN) models and designed algorithms for
resource allocation in fog computing. A strategy based on
PTPN guides dynamic resource allocation in fog computing,
predicts the completion times of tasks, computes the credi-
bility evaluation of resources, and dynamically allocates fog
resources.

The above resource allocation techniques for edge-based
networks is classified into the following two categories:
1) central-guided and 2) ad hoc solutions. In centralized
techniques [8]–[11], [13]–[15], there is a central server or
coordinator that collects status information, such as data rate,
storage capacity, and computing resources of edge. Based on
the collected information, the central entity allocates opti-
mized resources to each edge device. Conversely, in distributed
solutions [12], [16], [17], each edge device acquires lim-
ited resources by coexisting with neighboring edge devices,
negotiating, and competing. The former is resource-optimized
although the building costs are high. Conversely, the latter
costs less although it is difficult to obtain optimized results.
In the latter case, the communication overhead in distributed
environments is extremely high given the high number of edge
devices deployed in IoT scenarios in general. Thus, edge-
based IoT systems use more centralized resource allocation
techniques and the study also assumes centralized architecture.

Additionally, only fog nodes are considered in previous
studies, and either computing resources and network frequency
resources are distributed or tasks are scheduled. However, in
several industries including smart manufacturing systems, the
deployment of a fog node to cover all user devices is not scal-
able and is also costly. Therefore, a few user devices send and
receive services through a connection with the existing cloud
server. At this time, a resource allocation technique between
the cloud server and fog nodes is necessary. In this paper,
we propose an optimal resource allocation algorithm between
a cloud server and edge nodes by assuming that IDs con-
nected to edge nodes and a cloud server are mixed in a IoT
system. Additionally, we propose a resource reallocation algo-
rithm based on the workload (queue backlog size) between
edge nodes where coverages overlap.

III. SYSTEM MODEL

A. Basic Assumption

The overall system model is illustrated in Fig. 1 and key
notations are described in Table I. We consider a network
model that consists of an ES and Ng EGs in an IoT system.
The ES assigns a workload for data preprocessing to the EGs,
and the IDs wirelessly transmit monitoring frames to associ-
ated EGs or the ES. In the network, Nm

s IDs are associated
with the ES, and the ith EG includes Nm

g(i) IDs within its
service coverage. We assume that Nm

g denotes the total num-
ber of IDs associated with EGs. Therefore, Nm

g is obtained as

Nm
g = ∑Ng

i Nm
g(i).

TABLE I
KEY NOTATION DESCRIPTIONS

In an IoT system, the EGs can be temporarily overloaded or
unavailable due to external factors (e.g., interruption of elec-
tricity supply or system failure). Additionally, a few IDs are
mobile, and thus they alternate between the coverage of the
EGs and ES. Thus, we assume that the IDs covered by the
ES report a monitoring frame to the ES during a superframe
period while the IDs associated with an EG decide whether
to report a monitoring frame to the ES or an EG by consider-
ing the mobility of the node. Therefore, if the mobility of an
ID (m) associated with an EG exceeds a certain threshold, then
the ID m transmits a monitoring frame to the ES (v ∈ Nu

s ).
Otherwise, v ∈ Nu

g(i).
All the IDs in the licensed band possess a cellular

network interface that divides the spectrum into RBtot radio
resource blocks. Alternately, IDs in the unlicensed band use
a contention-based channel access scheme. Thus, they use a
CSMA/CA scheme to transmit data frames in the time domain.

The ES receives the report frame from its jth ID within
the achievable data rate rs(j). When compared with the single
ES, there are several EGs. Therefore, we assume that each ES
receives monitoring frames with different data rates, and thus
the ith EG receives monitoring frames from the jth ID based
on the achievable data rate rg(i, j).

IV. NETWORK ANALYSIS

In this section, we analyze the performance of the edge-
based IoT system based on the different methods of resource
allocation between the ES and EGs. Thus, we design an
optimization problem to obtain the theoretical maximum
throughput of the edge-based IoT system for our analysis.

The approach of the optimization problem involves com-
puting two weight parameters, namely ws and wg for the ES
and EGs, respectively. Based on ws and wg, the total resource
blocks RBtot are separately allocated to the ES as RBs and to



the EGs as RBg. In this context, we obtain suitable ws and wg

values that maximize the network throughput by solving the
optimization problem using Lagrangian functions and KKT
conditions. The parameter setting, optimization constraints,
and definition of the optimization problem are explained as
follows.

To fairly allocate resource blocks to the ES and EGs, we
consider the number of IDs in each coverage area and the
achievable data rate that each ES or EG allocates to its IDs to
set ws and wg. Hence, ws is defined as

ws = Nm
s × max(rs(j)), 1 ≤ j ≤ Nm

s (1)

where rs(j) denotes the achievable data rate that jth ID trans-
mits to the ES. Here, ws is proportional to the number of IDs
associated with the ES and the data rate that the ES allocates
to the IDs.

Similarly, wg is also proportional to the average number of
IDs associated with EGs and the data rate that the ES allocates
to the IDs. Additionally, wg considers data rates of unlicensed
channels, such as 2.4 or 5 GHz, to increase the data rate via a
link aggregation scheme [18]. The data rate of an unlicensed
channel is based on [19]. Thus, wg is defined as

wg =
∑Ng

i=1 Nm
g(i)

Ng
× max

(
rg(i, j)

) − min
(

r′
g(i, j)

)
,

1 ≤ i ≤ Ng; 1 ≤ j ≤ Nm
g(i) ∀i, j. (2)

The total number of resource blocks RBtot is automatically
divided between an ES and EGs based on ws and wg. We note
that RBs and RBg represent the numbers of resource blocks
allocated to the ES and EGs, respectively. Hence, RBs and
RBg are defined as

RBs = ws

ws + wg
× RBtot and RBg = wg

ws + wg
× RBtot. (3)

We use RBs and RBg to calculate each ID’s received data
rate for a licensed channel with their spectral efficiency Cj.
Therefore, the received data rates of the jth ID from the ES
and the ith EG are defined as

rs(j) = Cj × RBs and rg(i, j) = Cj × RBg (4)

respectively, [20]. Note that, it is difficult to find the current
spectral efficiency. To estimate the current spectral efficiency,
we used the scheme in [21] and [22].

The summation of RBs and RBg should be less than or equal
to the total number of resource blocks

RBs + RBg ≤ RBtot. (5)

To maximize the network throughput, we assume that resource
block loss does not occur due to external factors such as the
channel environment. Therefore, we transform (5) into (6) as
follows:

RBs + RBg = RBtot. (6)

We consider the achievable data rate as the total capacity
for an ES or EG, and thus we define the ranges of achievable
data rates for the ES and an EG as

0 ≤ rs(j) ≤ rmax and 0 ≤ rg(i, j) ≤ rmax (7)

respectively.

Hence, we re-express (7) in terms of ws and wg by using (1)
and (2). Furthermore, we obtain the following:

0 ≤ ws ≤ Nm
u × rmax (8)

0 ≤ wg ≤
∑Ng

i=1 Nm
g(i)

Ng
× rmax − min

(
r′

g(i, j)
)
. (9)

We set our utility function as the total of the received data
rates for all the IDs. We increase each ID’s experience to
maximize the total network throughput

U
(
ws, wg

) =
Nm

s∑

j=1

rs(j) +
Ng∑

i=1

Nm
g(i)∑

j=1

rg(i, j) +
Ng∑

i=1

Nm
g(i)∑

j=1

r′
g(i, j).

(10)

We use (6), (8), and (9) to formulate the optimization
problem as

max
Nm

s∑

j=1

rs(j) +
Ng∑

i=1

Nm
g(i)∑

j=1

rg(i, j) +
Ng∑

i=1

Nm
g(i)∑

j=1

r′
g(i, j) (11)

subject to RBs + RBg = RBtot (12)

0 ≤ ws ≤ Nm
s × rmax (13)

0 ≤ wg ≤
∑Ng

i=1 Nm
g(i)

Ng
× rmax − min

(
r′

g(i, j)
)
.

(14)

A. Lagrangian Form of Objective Function

To solve our optimization problem, a Lagrangian func-
tion is adopted by using (8) and (9). We do not con-
sider (6) because (6) is automatically considered by using (3).
Therefore, our Lagrangian function is defined as

Lag
(
μ1, μ2, ws, wg

)

= U
(
ws, wg

) + μ1
(
ws − Nm

s × rmax
)

+ μ2

⎛

⎝wg −
∑Ng

i=1 Nm
g(i)

Ng
× rmax + min

(
r′

g(i)
)
⎞

⎠. (15)

It should be noted that (8) and (9) are defined as inequali-
ties, and it is difficult to solve the Lagrangian function given
the inequality constraints. Consequently, KKT conditions are
adopted to solve the Lagrangian function. Equations (16)–(22)
express the KKT conditions of the Lagrangian function

1) ws ≤ Nm
u × rmax (16)

2) wg ≤
∑Ng

i=1 Nm
g(i)

Ng
× rmax − min

(
r′

g(i)

)
(17)

3)
∂

∂ws
Lag

(
μ1, μ2, ws, wg

)

= RBg × 1

ws + wg

⎛

⎝
Nm

s∑

j=1

Cj −
Nm

g∑

j=1

Cj

⎞

⎠ + μ1 = 0 (18)



4)
∂

∂wg
Lag

(
μ1, μ2, ws, wg

)

= RBs × 1

ws + wg

⎛

⎝−
Nm

s∑

j=1

Cj + α

Nm
g∑

j=1

Cj

⎞

⎠ − NgNm
g + μ2,

= 0, where 1 ≤ α ≤ Ng (19)

5) μ1
(
ws − Nm

s × rmax
) = 0 (20)

6) μ2

⎛

⎝wg −
∑Ng

i=1 Nm
g(i)

Ng
× rmax + min

(
r′

g(i, j)
)
⎞

⎠ = 0 (21)

7) μ1, μ2 ≥ 0. (22)

B. Models Based on the KKT Conditions

We use the KKT conditions, and the edge-based IoT system
topology is divided into several cases based on the values of
the KKT condition parameters μ1 and μ2. Each case model
is explained as follows.

Case 1 (Only the ES Is Utilized μ1 > 0, μ2 = 0): In this
case, we consider all IDs in the IoT system as highly mobile,
and thus they cannot be associated with the EG (or the EGs
are not deployed). Therefore, the EGs do not need to use the
resource blocks, and only the ES monopolizes all the resource
blocks

w∗
s = Nu

s × rmax w∗
g = 0.

Case 2 (EGs Are Densely Deployed μ1 = 0, μ2 > 0): In
this case, several EGs are deployed in the IoT system and
all the IDs are fixed or exhibit low mobility. Thus, all of the
IDs are associated to EGs, and the EGs monopolize all the
resource blocks

w∗
s = 0, w∗

g =
∑Ng

i=1 Nm
g(i)

Ng
× rmax − min

(
r′

g(i, j)
)
.

Case 3 (EGs Are Deployed μ1 = 0, μ2 = 0): In this case,
EGs are sparsely deployed, and the IDs selectively transmit
monitoring traffic to the ES or EGs. Thus, the ES and EGs
share the resource blocks at each time slot t.

In the model, we obtain the optimal ratio between ws and wg

from (19) as follows:

ws = 1 − (
wg + 1

)2 + 1

NgNm
g

RBtot

⎛

⎝α

Nm
g∑

j=1

Cj −
Nm

s∑

j=1

Cj

⎞

⎠ (23)

where 1 ≤ α ≤ Ng.
With α = Ng in (23), the difference in data rates for the

ES and Ng determines ws and wg. Subsequently, we set the
two determined weight parameters as w∗

s and w∗
g, respectively.

After determining w∗
s and w∗

g, the ES/EGs use resource blocks
in the corresponding ratio. In all cases, we obtain

RB∗
s = w∗

s

w∗
s + w∗

g
RB∗

g = w∗
g

w∗
s + w∗

g
(24)

and we also get

r∗
s = C × RB∗

s r∗
g = C × RB∗

g. (25)

Algorithm 1 Optimized Resource Allocation Scheme for ES
and EGs (Wireless Resource Blocks)
KKT parameter update; // μ1, μ2
loop
if there are IDs that are associated to the EGs then

Set μ2 = 0
if EGs are deployed in IoT system then

Set μ1 = 0 // allocate resources to the ES and EGs
else

Set μ1 = 1 // allocate resources to the ES
end if

else
Set μ1 = 0 and μ2 = 1 // allocate resources to EGs

end if
end loop

Primal Parameters Update; // w∗
s , w∗

g, RB∗
s , RB∗

g
loop
if μ1 = 0 and μ2 > 0 then

Set w∗
s = 0, w∗

g =
∑Ng

i=1 Nm
g(i)

Ng
× rmax − min(r′

g(i, j))
elseif μ1 > 0 and μ2 = 0 then

if no interference coordination scheme then
Set RB∗

s = RB∗
g = RBtot

else
Set w∗

s = Nm
s × rmax, w∗

g = 0
end if

elseif μ1 = 0 and μ2 = 0 then
Set ws = 1 − (wg + 1)2

+ 1
NgNm

g
RBtot(α

∑Nm
g

j=1 Cj − ∑Nm
s

j=1 Cj)

end if

if RB∗
s = RB∗

g 	= RBtot then

Set RB∗
s = w∗

s
w∗

s +w∗
g

× RBtot,

RB∗
g = w∗

g
w∗

s +w∗
g

× RBtot

end if
end loop

In the above situation, the coverage areas of the EGs can
overlap with each other. Therefore, the report frames trans-
mitted by the IDs can conflict with each other. Hence, a
resource allocation algorithm is required between the EGs
where coverage areas overlap. The resource allocation algo-
rithm between the EGs should prioritize the EGs that exhibit
high workloads, and the number of associated IDs should also
be considered. The following sections present the interference
model between the IDs and introduce the resource allocation
algorithm between the EGs.

C. Resource Allocation Between EGs

1) Interference Model: To apply the proposed algorithm,
we begin by setting the interference model between sepa-
rate EGs. We adopt the A3 event measurement to verify the
interference among EGs and adopt a radio resource control
(RRC) measurement report for the IDs. An A3 event [which is



(a) (b)

Fig. 2. Interference model between EGs. (a) Interference between EG1 and
EG2. (b) No interference between EG3 and EG4.

based on the reference signal received power (RSRP)] occurs
when (26) is satisfied at an EG [23]

pi
j ≤ pi

k + γi, j ∈ Mi, k /∈ Mi (26)

where pi
j and Mi denote the RSRP of the ith EG for the jth

ID and the set of IDs associated with the ith EG, respectively.
In Fig. 2(a), the coverage areas of EG1 and EG2 overlap

with each other. The ID is deployed in the overlapped region
and is originally associated to EG2. Therefore, an interference
occurs with EG1 if the ID sends a monitoring frame to EG2.

In this case, the ID checks the RSRP from EG1, satis-
fies (26), and accordingly sends the RRC measurement report
to EG2. Subsequently, the ES obtains the control signals
including interference information from all the EGs. Hence,
the ES constructs the EG interference map as a conflict graph.
Conversely, if IDs are absent in the of overlap area covering
EG3 and EG4 in Fig. 2(b), then interference is not considered.

2) Conflict Graph: We consider a network formed by a set
G of EGs, denoted by gi ∈ G. To schedule the EGs, a conflict
graph is constructed such that the set of vertices corresponds
to G (the EGs) and two vertices are connected by an edge if
the corresponding EGs suffer from mutual interference, which
satisfies (26).

The conflict graph is described through its adjacency matrix
in which elements E(j,k) between gj ∈ G and gk ∈ G are defined
as follows:

E(j,k) =
⎧
⎨

⎩

1, if gj interferes with gk where
gj ∈ G, gk ∈ G, and j 	= k

0, otherwise.
(27)

Additionally, the set of neighbor nodes of each node is
defined as follows:

N (i) �
{

ga|E(i,a) = 1 where ga ∈ G
} ∀gi ∈ G. (28)

3) Weight Model: As shown in Fig. 3, each EG includes a
queue Qi[t] for gi ∈ G. We set the weight for our algorithm
as the queue wherein length evolves based on

Qi[t + 1] = max[0, Qi[t] − μi[t]] + λi[t] (29)

where Qi[t], μi[t], and λi[t] denote the queue backlog size at
the EG gi, the number of bits leaving the queue of the EG

Fig. 3. Example of resource allocation algorithm based on backlog size of
EG (workload).

Algorithm 2 Scheduling Algorithm Between EGs
Require: T ,O // Set of timeslots and overlapped groups
Ensure: I∗(t),∀t ∈ T // Optimal scheduling result

1: Set temporary variables i, j, k, k′ = 1;
2: while i ≤ Ng do
3: Li = 0; // Initialize phase
4: end while
5: Set i = 1;
6: while i ≤ |T | do
7: while j ≤ |O| do
8: while k ≤ |Oj| do
9: Find gk with max Qk[i] AND Sk = 0;

10: Set Sk = 1; // Set the visiting EG identifier
11: Set Ik = 1; // Scheduling gk

12: while k′ ≤ |Oj| AND k′ 	= k do
13: if !(Ik(i) + Ik′(i) + Ek,k′ ≤ 2,∀k′) then
14: Set Ik(i) = 0; // Roll back.
15: end if
16: k′ ⇐ k′ + 1;
17: end while
18: k′ = 1;
19: k ⇐ k + 1;
20: end while
21: j ⇐ j + 1;
22: end while
23: Set Sk = 1,∀k; // Initialize visiting EG identifier
24: Update Qk[i + 1] = max[0, Qk[i] − μk[i] ∗ Ik(i)] +

λk[i],∀k; // Update next queue backlog size based on
scheduling results

25: if Qk[i + 1] ≥ Smax then
26: Drop workload Qk[i + 1] − Smax; //Overflow
27: end if
28: i ⇐ i + 1;
29: end while

gi, and the number of bits added to the queue of the EG gi,
respectively. For example, g1 exhibits a higher priority when
compared with g2 in Fig. 3 since the queue backlog size of
g1 exceeds that of g2.

4) Storage/Computing Capacity: In our edge-based IoT
system architecture, we assume that each EG performs pre-
processing on data transmitted by an ID and delivers it to
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Fig. 4. Exemplary of the proposed scheme process.

the ES with the computing unit and storage.1 Generally, the
computing power and storage capacity of the EG are lim-
ited, and thus there is a problem wherein buffer overflow and
latency increase if the IDs are concentrated in a few EGs.
Therefore, with respect to workload orchestration between
EGs, the following constraints should be satisfied:

Qi[t] ≤ Smax ∀i, t (30)

where Smax denotes the maximum backlog size of EG.
According to (29), (30) can be rewrite as

max[0, Qi[t] − μi[t]] + λi[t] ≤ Smax ∀i, t. (31)

5) Scheduling Algorithm: With respect to scheduling at
time t + 1, the ES compares the backlog sizes of gj and
gk at time t that are denoted as Qj[t] and Qk[t], respec-
tively, when gj and gk exhibit an interference relationship.
Subsequently, an EG with a higher queue backlog size (i.e.,
with a higher workload) exhibits a higher priority and receives
more resources when compared with other EGs. To mathemat-
ically design our scheduling method, the objective involves
determining a set of EGs (i.e., nodes of the conflict graph
defined above) that subsequently maximize the sum of weights
over all possible independent sets. This yields the maximum
weight independent set (MWIS) problem as follows:

max : F(I) �
∑

∀gi∈G wiIi, (32)

s.t. Ij + Ik + Ej,k ≤ 2 ∀gj ∈ G,∀gk ∈ G (33)

Ii ∈ {0, 1} ∀gi ∈ G (34)

max[0, Qi[t] − Iiμi[t]] + λi[t] ≤ Smax ∀i, t (35)

1The architecture is found in a smart manufacturing system or disaster IoT
environment [24], [25].

where Ii is defined as

Ii =
{

1, if gi is scheduled where gi ∈ G
0, otherwise.

(36)

The aforementioned formulation ensures that conflicting
EGs are not simultaneously scheduled: if Ej,k = 0 (edges are
absent between gj and gk), then Ij + Ik ≤ 2, i.e., both indi-
cator functions are equal to 1. In contrast, if Ej,k = 1, then
Ij + Ik ≤ 1, i.e., a maximum of one of the two indicator
functions corresponds to 1.

After solving the MWIS problem, a set of active EGs is
obtained, and the actual rates (including all interference caused
by the active transmitters on the link receivers) are used to
update the queues in the EGs. To solve the MWIS problem,
various heuristics and approximation algorithms are proposed
since MWIS is a well-known NP-hard problem. One of these
methods corresponds to the greedy approach that is adopted
henceforth.

Algorithm 2 shows the pseudo-code of the scheduling
algorithm for FGs. The scheduling algorithm operates on a
constant time slot length |T |. It also sets the algorithm input
as a set of timeslots T and overlapped groups O. Our heuris-
tic algorithm gives priority to the EG with the highest backlog
size of the queue (lines 9–22). The proposed algorithm solves
the starvation problem of EG by granting priority to EGs with
high queue backlog size. After the EG with the highest weight
is scheduled, the EG that can be scheduled at the same time as
the scheduled FG (i.e., the EG that does not cause interference)
is scheduled to the maximum possible extent in a timeslot
(lines 13–17). After scheduling the corresponding time slot,
the queue backlog size of the scheduled FG is updated, and
the scheduling for the next timeslot is performed (lines 19–21).



TABLE II
SIMULATION PARAMETERS

If the workload exceeds the storage capacity of the EG, the
overflow will occur (lines 25–27).

Fig. 4 shows an example of the proposed scheme process.
The example assumes an environment with 1 ES, 3 EGs, and
5 IDs wherein all IDs except ID4 are associated with an EG
[Fig. 4(a)]. Prior to scheduling, ES receives the number of IDs
(Nm

g ) associated to itself from each EG [Fig. 4(b)]. Based on
the received information, the ES computes the optimal param-
eters (w∗

s , w∗
g, RB∗

s , and RB∗
g) and distributes the number of

allocated resource blocks to the EG [Fig. 4(c)]. Finally, the
ES also performs the scheduling through Algorithm 2 for the
overlapped area (the area corresponding to FG 1 and FG 2 in
the figure) and communicates it based on the scheduling result
[Fig. 4(d)].

In the next section, we evaluate the performance of the
edge-based IoT system by using the scenario of the models cat-
egorized above. Specifically, we analyze how the interference
between overlapping coverage regions reduces the overall
network performance by comparing several cases.

V. PERFORMANCE EVALUATION

In this section, we conduct simulations to verify the perfor-
mances of the network models. The models are implemented
in the OPNET simulator. In the simulation, we consider an
environment in which an edge device operating in cellular
networks is deployed. Additionally, we assumed an edge-based
Samsung Electronics’ Vietnam Semiconductor smart manufac-
turing system for simulation. In a smart manufacturing system,
multiple Raspberry Pi-grade EG (approximately 1.0 GHz CPU
and 4 GB storage) are deployed and are connected via Ethernet
with ES (approximately 4.5 GHz CPU and 1 TB storage). Each
EG approximately accommodates 10 IDs. Each ID randomly
generates monitoring packets, and the arrival period ranges
from 1 ms to 100 ms, and the data size ranges from 100 bytes
to 100 kB. More detailed simulation parameters are listed in
Table II.

To increase the efficiency of the simulations, the operating
frequency is set as 2 GHz and bandwidth is configured as
20 MHz. The EGs are randomly deployed in the IoT system,
and all IDs are randomly deployed in the coverage area of
each associated EG. Conversely, a few parameter values are
fixed such as the transmission powers at 40 dBm and 20 dBm
for the ES and EGs, respectively.

Fig. 5. Total aggregate throughput versus the number of EGs.

We calculate the UE’s signal to interference noise ratio
(SINR) based on the received signal strength with the maxi-
mum interference from other BSs. Based on the value of the
SINR (in dB), we can set the channel quality indicator and a
suitable coding rate for the channel.

For comparison, we use the half-based scheme that allo-
cates frequency resources equally to the ES and EGs and our
proposed optimal resource allocation scheme. We compare an
environment where the proposed IM technique for EGs is used
with an environment where it is not used. Furthermore, we
compare the performance of the proposed technique with exist-
ing resource allocation scheme [13]. Additionally, we compare
an environment where the proposed IM technique for EGs is
used with an environment where it is not used.

For the performance evaluation, we use the following
metrics.

1) Aggregate Throughput: total data traffic in bits trans-
ferred successfully from IDs to EGs/ES divided by
time.

2) Buffer Overflow Ratio of EGs: The number of frames
lost due to buffer overflow divided by the total number
of frames received for all EGs.

3) Data Latency: Average latency of data transmitted from
IDs to the ES.

4) Amount of Successfully Received Data (Availability):
The number of data frames successfully transmitted
from IDs to the ES.

5) Fairness Index of EG’s Backlog Size: The square of the
average of xi divided by the average of x2

i where N
denotes the number of EGs and xi denotes the backlog
size for the EG i

J(x1, x2, . . . , xN) =
(∑N

i=1 xi

)2

N
∑n

i=1 x2
i

.

Fig. 5 illustrates the aggregate throughput where the data is
generated from all IDs and is transferred via the EG or directly
to the ES. As shown in the figure, the aggregate throughput
increases when the number of EGs increases. This is because



Fig. 6. Buffer overflow rate of EGs versus traffic load.

frequency resources are shared among the EGs since their cov-
erage area is low. Thus, it is optimal to allocate the maximum
possible number of resource blocks to the EG in terms of
the overall network throughput. However, when the number
of EGs exceeds 70, the throughput is saturated due to signal
attenuation and because it exceeds the computing capacity of
the EGs. In [13], the throughput is low when the number of
EGs is low although the slope rapidly increases when the num-
ber of EGs increases. In our experiment, it is assumed that the
IDs are distributed deployed, and thus IDs cannot be connected
to EGs in environments with fewer EGs. In [13], the situation
where the IDs are connected to the ES is not considered, and
thus it is observed as a low throughput in environments where
fewer EGs are deployed. Additionally, the proposed resource
optimization scheme exhibits a performance improvement of
approximately 42% compared with the conventional resource
allocation method for the EGs and ES. This is because the
ES determines the optimal w∗

g and w∗
s in the proposed algo-

rithm through the number of associated IDs with EGs and ES.
Therefore, the ES allocates more resource blocks to EGs in
environments in which their number is high. Fig. 6 shows the
buffer overflow ratio of EGs versus traffic load. As shown in
the figure, the proposed optimal resource orchestration scheme
has less packet loss due to buffer overflow than other existing
schemes. This is because, the proposed scheme computes the
backlog size of each EG and allocates as many resources as
it can accommodate.

When the proposed IM scheme is applied to minimize the
interference between EGs, the performance improvement is
approximately 6% in the optimal resource allocation scheme
and 20% in the equivalent resource allocation scheme. In the
former case, a high portion of resources is allocated to the EG,
and a limited amount of resources is allocated to the EG in the
latter case. Thus, the average queue exhibits a high backlog
size in the latter case, and this causes frequent interference due
to the high amount of data that the EG transmits. Therefore, it
is confirmed that the proposed IM method significantly reduces
the interference between the EGs in the latter case.

Fig. 7 illustrates the cumulative distribution function of the
latency. In the simulation, when the ID sends monitoring traffic

Fig. 7. Cumulative distribution function of latency.

Fig. 8. Total received packets of the ES versus traffic load.

to the EG, a scenario is assumed in which the data preprocess-
ing is performed and sent to the ES. Furthermore, we assume
that the preprocessing time is approximately 10 ms. As shown
in the figure, although the monitoring traffic is transmitted to
the ES through the EG, the latency of approximately 10 ms
is reduced by applying the proposed resource optimization
algorithm when compared with that of the existing resource
allocation scheme [13]. The latency value is lower than the
latency requirement of 100 ms for edge computing applica-
tions in industrial environments for EdgeXFoundary, and this
indicates that the proposed scheme is suitable for IoT systems.

Fig. 8 shows the amount of successfully received data at the
ES divided by the amount of data transmitted from the IDs
versus the traffic load. The x-axis represents the normalized
traffic load. For example, a traffic load of 100% indicates that
the incoming traffic requires the total rate at each ID in the
IoT system to be identical to the average capacity of a single
link. As shown in the figure, the proposed resource allocation
scheme with IM successfully transmits approximately 87% of
data traffic to the ES when the traffic load is 100%. Loss occurs
because an overflow is caused by a lack of computing capacity



Fig. 9. Jain’s fairness index for each scheme.

(queue size) when a certain EG exhibits several associated
IDs. If we assume an environment with an extremely high
computing capacity, then we expect that the problem will be
resolved. In [13], a resource allocation exists to increase the
throughput of the EGs, and thus resources are potentially not
allocated to the ES. Thus, IDs connected to the ES do not
transmit data, and it exhibits lower results when compared
with the proposed technique.

Fig. 9 illustrates the fairness index of the queue backlog
sizes of the EGs. The fairness index exhibits a value from
0 to 1. Furthermore, the closer the value is to 1, the more
similar the queue backlog size is for all EGs. In the simula-
tion results, it is observed that the proposed resource allocation
scheme with IM achieves a value that is extremely close to 1,
and this indicates that more frequency resources are allocated
to EGs with several associated IDs and processing is faster.
The workload of each EG is not considered in the technique
without the resource optimization algorithm, and thus it is
observed that the worst-case fairness value approximately cor-
responds to 0.6. In [13], resource allocation is performed by
considering the dynamic traffic arrivals of each EG, and thus
resources are concentrated in a few EGs. The tendency poten-
tially corresponds to an excellent choice to increase overall
network throughput although it can cause starvation problem
for a few IDs/EGs. Additionally, the EG exhibits limited com-
puting power, and thus it can lead to results that are not optimal
(for e.g., buffer overflow and exceeding the service deadline)
in terms of latency and availability if the workload is centered
on specific EGs. The resource imbalance between the EGs is
caused by the failure of an EG in the worst case, and this can
lead to the failure of the entire IoT system. For example, the
aforementioned problem can involve serious consequences in a
scenario where UAVs or mobile BSs are installed in a disaster
IoT environment to determine an emergency patient.

VI. CONCLUSION

In this paper, we introduced a wireless edge-based IoT
system and proposed an optimal frequency resource allo-
cation scheme for the ES and EGs. Based on the number

of IDs associated with the EGs and the ES, we proposed
a Lagrangian form-based objective function that determines
optimal resource allocation ratios and solves the objective
function of KKT conditions. Additionally, we proposed a tech-
nique for reallocating resources among EGs to determine the
interference between EGs. The EG resource reallocation algo-
rithm modeled the interference between EGs as an MWIS
problem and solved it via a heuristic algorithm based on the
workloads of EGs. Furthermore, we verified the performances
of the models after applying the optimal resource allocation
scheme and IM technique. The results of the experiments indi-
cated that the technique of sharing resources between the
ES and EGs using the proposed IM scheme exhibited an
optimal performance in terms of the aggregate throughput,
delay, availability, and operating fairness.
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