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Directional Link Scheduling for Real-time Data
Processing in Smart Manufacturing System

W. Na, Y. Lee, N.-N. Dao, D.-N. Vu, M. Arooj, and S. Cho

Abstract—Internet of Things (IoT) technology has accelerated
various industries through digital transformation. In an edge
computing-based smart factory, a significant number of IoT
devices generate large volumes of real-time data. This big data
requires efficient routing among Edge Gateways (EGs) and
an Edge Server (ES) for real-time data processing. Existing
industrial wireless communication systems provide relatively low
data rates and network capacity for real-time sensor data and
control information over a wireless channel. This calls for the use
of the very large bandwidth available at the mmWave spectrum
for real-time data transmission. Existing data routing techniques
for the mmWave band are based on traditional mobile ad hoc
routing techniques and do not reduce the transmission delay
for real-time sensory data in smart manufacturing systems.
Therefore, to alleviate the real-time data processing requirement,
we propose a new directional routing and link scheduling
algorithm based on Maximum Weight Independent Set (MWIS).
The proposed algorithm solves complicated MWIS problems
efficiently and computes backhaul link scheduling results in a
relatively short time by lowering the deafness problem among
EGs. For transmission fairness, we used a Jain’s fairness index
method with numerical analysis of the transmission fairness
constraint. We measured the efficiency of our proposed scheme
in terms of throughput, delay, packet loss rate, and transmission
fairness. Our simulation results show that the proposed scheme
outperforms existing mmWave routing techniques. Moreover, we
investigated the performance difference between the proposed
algorithm and the optimal solution.

Index Terms—mmWave band, backhaul routing, smart man-
ufacturing system, directional antenna, link scheduling

I. INTRODUCTION

NEW business requirements and an emerging set of au-
tonomous technologies, such as Internet of Things (IoT),

are shifting manufacturing companies’ legacy environment
towards smart manufacturing [1]. In a smart manufacturing
system, various IoT based Manufacturing Equipment (ME)
generate, process, and exchange large-scale sensory informa-
tion and control data over the industrial IoT network with con-
text awareness [2]–[4]. This accumulated data requires a larger
bandwidth and efficiently reconfigurable routing protocols to
link the networked IoT devices for real-time processing [5].

Currently, there are a number of standards for wireless
industrial communications, such as WirelessHart, ZigBee,
ISA 100, and WiFi. The existing industrial wireless systems
provide relatively low data rates for sensor information and
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TABLE I
THE COMBINATION TERMINOLOGIES USED IN THIS PAPER

Terminologies Meaning

Directional Link Link over which directional antenna
is used

Directional
Communication

Communication using directional
antenna

Directional
Routing Routing through the directional links

traffic control [6]. This type of technology can be used in the
last mile of a wireless sensor network, especially for mobile
manufacturing equipment in a smart manufacturing system.
Although wireline counterparts generally support higher rates,
they typically suffer from prohibitive wiring costs in large
manufacturing sites.

As a solution to this problem, massive amounts of band-
width, available at the mmWave 60 GHz spectrum, can open
the way for large-scale data capacity and high data rate
capabilities as a wireless backhaul in smart manufacturing.
At the mmWave band around 60 GHz, gigabit-per-second
transmissions are known to be achievable owing to the huge
available bandwidth [7]–[10]. Due to the high signal attenu-
ation in the mmWave band, directional antennas (with high
antenna gain) are mainly used in this band, as they allow a
better spatial reuse while lowering the chances of interference.

In EdgeX Foundry based smart manufacturing (see Fig. 1),
Edge Gateways (EGs) aggregate local IoT traffic, which can
then be routed over directionally connected links (directional
links) between EGs and between an EG and an Edge Server
(ES) [11]. As shown in Fig. 1, an EdgeX Foundry layer
architecture comprises of 4 service layers, and each ser-
vice layer is composed of several embedded micro-services
modules. In particular, the scheduling microservice in the
supporting services layer performs backhaul routing, whereas
the mmWave microservice in the device services layer can be
utilized to support communication using directional antenna
(directional communication) over an industrial IoT network.
The locally aggregated real-time traffic requires an efficient
scheduling algorithm for backhaul links in order to reduce
the total average end-to-end transmission delay. Moreover,
routing with the use of a directional antenna improves network
throughput and consumes the minimum total energy [12].

A large variety of routing protocols based on directional
antennas (directional routing) have been reported in the lit-
erature [13]–[22], [26]. They can be traditionally classified
into (1) proactive or (2) reactive approaches. The former
establishes routing paths in a local routing table to reduce
the routing delay [13], [21], [26]. The latter tries to find a
routing path when needed [14]–[20], [22]. However, both of
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the above techniques are limited by end-to-end transmission
delay, since they are based on traditional mobile ad hoc
routing (MANET) and do not effectively rectify the deafness
problem. The deafness problem occurs when a node does not
answer a communication request frame addressed to it and
consequently the originator transmits more request frames,
thus increasing the contention window [27]. The limitations
are exacerbated in a smart manufacturing system since real-
time control information or sensory data can be lost or does
not arrive in time at the destination EG. Therefore, a technique
to improve real-time data delivery is necessary for smart
manufacturing systems.

In this paper, we have proposed a new directional routing
link scheduling algorithm for smart mobile edge in a smart
manufacturing system based on Maximum Weight Indepen-
dent Set (MWIS). This algorithm is designed to explicitly
reduce transmission delay by lowering the chances of deafness
problem among EGs by using a conflict/deafness graph. In
a smart manufacturing system, all the EGs operate under
the control of an ES. Therefore, in our scheme, the ES
maintains a conflict-deafness graph and determines whether
the directional links among the EGs interfere with one another
or create a deafness problem when scheduled simultaneously.
The link scheduling results are computed by the ES and are
delivered to all the EGs via a control channel1. The proposed
algorithm solves a complicated MWIS problem in real-time
by considering EGs in the order of their maximum number
of independent sets and assigning time slots to the links with
maximum traffic loads. Considering the characteristics of both
large-scale real-time backhaul traffic and mmWave technology,
the use of a directional antenna reduces radio interference
among EGs and improves packet throughput greatly. In the
scheduling process, our algorithm discovers and assigns time
slots that maximizes spatial reuse among the links. However,
links with a poor channel condition are not scheduled in this
policy, and therefore, some links may not be scheduled. To
guarantee fair scheduling, once directional links are scheduled,
the algorithm measures the fairness constraint between links in
order to ensure fair sharing of transmission resources among
the EGs. The transmission fairness is ensured using Jain’s
fairness index, which eventually maximizes the end-to-end
throughput while minimizing the energy consumption. The
effectiveness of our proposed algorithm was measured by
evaluating performance metrics that include throughput, delay,
packet loss rate, and transmission fairness. The simulation
results show that the proposed scheme outperformed exist-
ing mmWave routing schemes; however, it gave sub-optimal
results when compared to the optimal solution.

The remainder of this paper is organized as follows: Sec-
tion II summarizes related works on directional routing proto-
cols. Section III explains the system model for our proposed
scheme, and Section IV presents the details of our proposed
link scheduling algorithm based on transmission fairness in
relation to the centralized approach. In Section V, we describe
the performance of the proposed directional routing scheme.
Finally, we conclude our work in Section VI and discuss future
work.

II. RELATED WORK

Scheduling and directional routing techniques for ad hoc
networks have been addressed as a major research problem.

1We assume that an omni-directional underlay control channel that uses
some of the spectrum of data channel, thus there is no deafness problem in
control channel [28]

Traditionally, these routing techniques have been classified
into two categories: (1) proactive routing schemes and (2)
reactive (on-demand) routing schemes. The former establishes
a routing path in a local routing table to reduce the routing
delay. On the other hand, the latter comprises of a node that
attempts to find a routing path when required.

Gharavai et al. [14] proposed a Directional Dynamic Source
Routing (DDSR)-based multipath routing protocol for mobile
wireless ad hoc networks. This protocol is based on Dynamic
Source Routing (DSR), which is a source-initiated on-demand
routing protocol [15], and uses existing ad hoc routing pro-
tocols to set up routes. They consider some metrics, such as
hop count, overlap count, and number of joint nodes, to select
multiple routes. In this paper, it was important to minimize the
overlap count between the source and destination, because the
proposed protocol was able to select multipath routes, which
could minimize the overlap count.

T. Ueda et al. [26] proposed a slightly revised version
of zone-disjoint path routing [17], or priority-based Quality
of Service (QoS) routing. When data communication occurs
along one path and it does not interfere with other data
communication paths, the path can be called a zone disjoint.
This protocol avoids coupling between routes used by high
and low priority traffic by reserving a high priority zone of
communication. Low priority flows will try to avoid this zone
by selecting routes that are maximally zone-disjoint with re-
spect to the high priority reserved zone and will consequently
reduce the contention between high and low priority flows
in that reserved zone. However, this does not ensure that the
low priority flows will be able to avoid the high priority zone
completely.

B. Cheng et al. [13] proposed an orthogonal rendezvous
routing protocol for a Wireless Mesh Network. This protocol
has increased scalability and reduced geographic information
issues. In this scheme, each node has a local sense of direction.
A pair of orthogonal lines from each node will intersect
at two points at a minimum. Rendezvous points can be
formed to forward a packet. To achieve this, they need both
a proactive element and a reactive element. The proactive
element constructs the rendezvous-to-destination path. Each
node then sends announcement packets to its neighbors in
all four orthogonal directions. When the neighbors receive
announcement packets, they put them into a routing table as
a destination-next-hop pair and forward that packet out in the
opposite direction from which it was received. The reactive
element builds the source-to-rendezvous path. In order to build
the path from a source to a rendezvous node on-demand, a
reactive element is needed. When the routing request packet
arrives at a rendezvous node, the node replies with that packet.
When the source node receives the reply packet, it generates a
destination-next hop routing entry. After making a destination-
next- hop routing entry, the source node can forward a packet.

Y. Dai et al. [29] proposed a novel routing protocol based
on the traditional source routing protocol in a cognitive radio
network with directional antennas. To resolve the channel
availability problem, they use boundary nodes, which are
located at the boundary of the Primary User (PU) that
has a higher priority or legacy rights on the usage of a
specific channel. The protocol’s scheme chooses the route
with the minimum weighted length, which is measured by
using counts. The number of channels on a link can show
that the that link is inside the PU area. However, when
boundaries are not detected, it can significantly affect the
weighted length calculations of different routes. To overcome



3

Fig. 1. mmWave based smart manufacturing system network based on EdgeX Foundry [11]

the missing boundary detection problem, this paper proposes
the virtual boundary node scheme, which slightly increases
the communication cost. Several papers have proposed the
link scheduling scheme to resolve the problems of interference
and transmission delays in multi-hop routing using directional
antenna. In [30], the authors proposed transmission scheduling
for multi-hop transmission in 60 GHz wireless networks. A
Multi-hop Concurrent Transmission (MHCT) is capable of
improving time slot utilization.

In [31], the authors proposed a link scheduling scheme to
address the issues of blockage and interference in 60 GHz
ad hoc networks. To consider both single-hop and multi-hop
cases, the authors proposed scheduling algorithms that include
a greedy algorithm and a column generation-based algorithm
to resolve Binary Integer Programming (BIP) problems.

Recently, there were some research works that adopted
mmWave backhaul network in 5G networks [18]–[23], [31].
They focus on link and channel scheduling to maximize spatial
reuse, minimize the interference among relay nodes, and op-
timize flow control by adjusting the data rate. However, there
is a limitation that the transmission delay between the end-to-
end nodes is high since their technologies are simply aimed at
optimizing link scheduling between one-hop links. Therefore,
they are not applicable for multi-hop smart manufacturing
system where real-time backhaul traffic requires efficient data
delivery among backhaul IoT devices. In addition, it may result
in high energy consumption at a specific EG, because traffic
is concentrated at a link with a good channel environment.

Owing to the merits of mmWave and directional routing, the
backhaul routing scheme for smart manufacturing networks,
which is proposed in this paper, has the following advantages:
• The proposed scheme provides sub-optimal link schedul-

ing results in real time based on complex MWIS problem.
• The proposed scheme reduces the energy load consumed

by EGs, thus ensuring transmission fairness between
them.

• The proposed scheme minimizes the end-to-end trans-
mission delay by assigning weights to heavy traffic links.
As a result, the edge obtains a high priority by being
allocated to a time slot.

III. PRELIMINARY ASSUMPTIONS AND SYSTEM MODEL

In this section, we introduce preliminary assumptions and
our system model. Additionally, an interference model and the
concept of the conflict-deafness graph are discussed.

A. Wireless backhaul networks system models
In the proposed scheme, we consider that our wireless back-

haul system model supports multi-hop communication among
EGs, ES, and a backhaul network in a smart manufacturing
environment. We also assume that all the EGs and the ES
are equipped with switched beam directional antennas. An
ME communicates to an EG by transmitting a communication
request frame to the EG, which is located near the ME.
Each EG collects the wireless backhaul traffic from MEs
and forwards this traffic to the ES utilizing its directional
antenna. As the backhaul traffic reaches the ES, it forwards
this traffic to the core network. We further assume that the
wireless backhaul network supports multi-hop communication
between EGs. Therefore, each EG can build a mesh topology
and perform multi-hop communication with other EGs except
the ES. As shown in Fig. 1, each ME is associated to an
EG. All EGs are also linked to their neighboring EG. The
ES is connected to the cloud network via wired backhaul
and forwards the backhaul traffic to the EGs by utilizing its
directional antenna.

Commonly, directional antennas are classified into two
types based on the technique they employ: switched beam
antenna [24], and phase array antenna [25]. In this paper,
we chose to use a switched beam antenna, which has been
adopted widely in various researches as a wireless backhaul
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Fig. 2. Example of smart manufacturing system backhaul network

network. We assume that all the EGs consist of the same
number of antenna beams, denoted by M . All the beams
are non-overlapping in order to cover all directions and have
the same transmission coverage area and transmitted power.
However, when an EG transmits wireless traffic, only one
beam operates at that time to direct the transmitted traffic to
the intended recipient while the other beams are blocked due
to the utilization of a single channel. The recipient EG that
receives the wireless backhaul traffic adjusts its directional
beam towards the EG that has requested to communicate.

In order to transmit wireless backhaul traffic, an EG re-
quires information about its neighboring EGs including the
beam ID, beam direction, and channel weight. Information
about the neighboring EGs is periodically collected through a
cooperation channel (e.g., ISM bands) via a hello message and
the obtained information is saved in the EG’s beam table [34].

We modeled our wireless backhaul network by a directed
graph G = (N, E), where N represents the set of all EGs and
E is the set of all directional edges. The wireless backhaul
network consists of a set F of data flows and a set K
of orthogonal channels. When an EG (n1) sends wireless
backhaul traffic to another EG (n2), it is denoted by a directed
edge e = (n1, n2) in G. The set of EGs is represented by
N = {n1, n2, ..., nα}, where α denotes the number of EGs in
a wireless backhaul, and each ni have some edges, denoted
by e. The set of edges is represented by E = {e1, e2, ..., eβ},
where β denotes the number of edges on the wireless backhaul.
We also defined N(n) as a set of neighboring nodes of node
n, which are located within the transmission range of node n.

In addition, we were able to derive the channel capacity re
of edge e as follows [35], [36]:

re =W log2(1 +
PTGTGR(

λ
4πd )

2

N0W + I
), (1)

where W is the channel bandwidth of the wireless backhaul,
N0 is the noise power spectral density, I is the wireless
backhaul interference, PT is the EG’s transmitted power, and
GT and GR are the directional beam gains of the transmitter
EG and receiver EG, respectively, λ is the wavelength of the
directional beam, 4π reflects that the directional antenna has
four sectors, and d denotes the distance between the transmitter
EG and receiver EG.

B. Interference model
In our proposed scheme, the ES and all the EGs are

equipped with directional antennas. As shown in Fig. 2,

TABLE II
EXAMPLE OF CONFLICT AND DEAFNESS GRAPHS INTEGRATION

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10

e1 -1 1 0 0 0 1 1 0 0 0
e2 1 -1 1 0 0 0 1 1 1 0
e3 0 1 -1 1 0 0 1 1 1 1
e4 0 0 1 -1 1 0 0 1 0 1
e5 0 0 0 1 -1 1 0 1 1 1
e6 1 0 0 0 1 -1 1 0 1 0
e7 1 1 1 0 0 1 -1 1 1 0
e8 0 1 1 1 1 0 0 -1 1 1
e9 0 1 1 0 1 1 1 1 -1 1
e10 0 0 1 1 1 1 0 1 1 -1

there is an ES along with five EGs, denoted by n0 through
ni, respectively. The sets N = {n1, n2, ..., n5} and E =
{e1, e2, ..., e10} demonstrate the number of EGs (α) being
five and the number of edges (β) being ten. The EGs are
equipped with a directional antenna that consists of four
indexes. If n1 wants to send traffic to n5, n2 and n4 cannot
communicate because its target beam is blocked. However,
when n1 sends wireless backhaul traffic to n5, one of the
other EGs can attempt to communicate through e1 and e6.
Consequently, some EGs can simultaneously transmit traffic
using the directional antenna while all the beams are not
blocked. For example, e1 and e4 can simultaneously execute
their communication without interference. As the EG and its
edge depend on a near beam environment, beam and channel
scheduling is necessary for fair communication.

C. Conflict/deafness Graphs

In the proposed scheme, all of the EGs in the wireless back-
haul are fixed and periodically exchange their own information
using a hello message to build a mesh network topology.
The hello messages include information such as EG location,
data rate, and beam index, and they are delivered through
an omni-directional antenna. After receiving the latest hello
message, an EG updates itself with the provided information.
The ES can obtain information of all the EGs because all
the EGs send wireless backhaul traffic to the ES in order to
to access the core network. Therefore, the ES maintains a
conflict/deafness graph that determines whether different links
interfere/deafness to each other. As shown in Table II, some of
the edges cannot be scheduled simultaneously. For example,
when e6, which is connected between n3 and n4, is scheduled,
e1 or e4 can be scheduled at the same time. However, e2 cannot
be scheduled simultaneously with any other edges because e2
causes interference to the other EGs, except for e8 and e10.
This conflict graph (C) is defined as

cji =


1, if ei and ej cannot be scheduled simultaneously,
0, if ei and ej can be scheduled simultaneously,
−1, otherwise.

(2)
Similar to the conflict graph, the ES maintains a deafness

graph, which determines whether the deafness problem arises
when different links are scheduled simultaneously. The deaf-
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ness graph (F) is defined as

f ji =


1, if the deafness problem occurs,
0, if the deafness problem does not occur,
−1, otherwise.

(3)

IV. LINK SCHEDULING ALGORITHM BASED ON
TRANSMISSION FAIRNESS

In this section, we formulate the objective function for
wireless backhaul networks in the form of an MWIS problem
and propose our link scheduling algorithm to solve the MWIS
problem.

A. Problem formulation

In the proposed scheme, we assume that the ES is re-
sponsible for scheduling the wireless backhaul network links
because it has information of all the EGs and all the EGs
communicate with one another under the control of the
ES [32]. Preferentially, we denoted the set of edges’ weights
by W = {w1, w2, ..., wβ}, where β is the number of edges on
a wireless backhaul. Then, the weight of edge e at the time
slot t, we(t), is given by

we(t) = re(t) ·Qe(t), (4)

where Qe(t) is the sum of the backlog size at edge e, and re(t)
denotes the achievable rate of link e at time slot t defined by
(1). The definition of weights is associated with the instanta-
neous queue backlog sizes that vary over time t. Therefore, this
definition is different from that of the transmission throughput,
which is by definition a time-averaged quantity. The queue
backlog size at edge e, evolves according to

Qe(t) = max[0, Qe(t)− µe(t)] + λe(t), (5)

where µe(t) and λe(t) denote the number of bits leaving the
queue of e and the number of bits added to the queue of e,
respectively.

Additionally, we assume that all time slots t ∈ T that
occupy a channel have the same length, where T is the set
of time slots. Conceptually, the objective of our proposed
scheduling algorithm is to find the set of links, channel, data
rate, and routing flow that maximize the sum of weights over
all possible independent sets. Therefore, the objective function
was designed to find a set of links that maximizes the weight
as follows:

maximize
∑
f∈F

∑
k∈K

∑
t∈T

wke (t) · tke , (6)

where tke is an indicator variable and it can be expressed in
two cases

tke =

{
1, if ei can be scheduled on time slot t,
0, otherwise.

(7)

However, the problem of finding a link set that simply
maximizes the weight is not feasible in a smart manufacturing
system; therefore, we can consider the following constraints:
deafness management, collision management, and flow con-
servation.

The following are the constraints for backhaul routing:

1) Flow conservation constraint: Each flow f is transmit-
ted at a particular data rate on link e during timeslot t along
multiple paths from a source node, s(f), to a destination node
d(f).We denote a directional link from node n to node m as
→
mn

. Then, the following flow conservation constraint is given
by:

∑
m∈N(n)

df→
nm

−
∑

m∈N(n)

df→
mn

=


df , if n = s(f);

−df , if n = d(f);

0, otherwise;
(8)

where df denotes the average data rate of flow f .
2) Link capacity constraint: Since the average data rate

over each directional link cannot exceed the average capacity
over the directional link, we have the following constraint:

∑
f∈F

df→
nm

≤

∑
k∈K

∑
t∈T t

k
→
nm

· rk→
nm

T
(9)

3) Channel match constraint: The two nodes n and m must
communicate over the same channel. Therefore, we define
ak→

nm

as a channel assignment indicator that indicates whether
channel k is assigned to the directional link →

nm
or not, i.e.,

ak→
nm

=

{
1, if channel k is assigned to link →

nm
,

0, otherwise.
(10)

From (10), we were able to derive

ak→
nm

= ak→
mn

,∀n ∈ N,m ∈ N,∀k ∈ K. (11)

4) Channel constraint: In the case of multiple allocations
of different pairs of directional links over the same channel,
multiple channels can be assigned to the link. However, if
the same channel is assigned to more than two pairs of
directional antennas onto a single link, interference occurs
between transmissions from other pairs of directional antennas.
To solve this problem, different orthogonal channels should
be assigned to the pairs of directional antennas allocated onto
the same link. Therefore, the number of channels assigned to
a directional link must be equal to the number of pairs of
directional antennas allocated to the directional link.∑

m∈N(n)

∑
k∈K

ak→
nm

≤M,∀n ∈ N,∀m ∈ N,∀k ∈ K, (12)

where M denotes the number of antennas.
In addition, if a node n either transmits data to node m

through its outgoing directional link on channel k or receives
data from node m through its incoming directional link on
channel k, then channel k should be allocated to link →

nm
.

Hence, we define the following constraint:

ak→
nm

≥

∑
t∈T

(
tk→
nm

+ tk→
mn

)
T

,∀n ∈ N,∀m ∈ N,∀k ∈ K.

(13)

5) Transmission interference constraint: A node cannot
receive data simultaneously through multiple incoming di-
rectional links on the same channel. Therefore, in order to
avoid collision/deafness among transmission nodes and ensure
a feasible link scheduling scheme, we define the following
feasible scheduling constraint:
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Algorithm 1 Proposed link scheduling algorithm

Input: G, W = {wi, . . . , wβ}, cji , f
j
i , τ

Input: Nn ← A set of neighboring EGs for all the EGs
Output: Scheduling result (set of time slot)

1: Ns ← A set of the selected EGs during link scheduling;
2: N i

e ← A set of links which is not scheduled for EG i;
3: Initialize N for all EGs;
4: while There are EGs which are not scheduled in N do
5: Ns ← Find the EG i which has a maximum in Nn;
6: if |Ns| ≥ 2 then
7: |N i

e | ← Calculate the number of links for EG i;
8: Ns ← Find the EG i which has a minimum N i

e ;
9: if The size of Ns ≥ 2 then

10: i ← Select EG i randomly in Ns;
11: end if
12: end if
13: Ei ← Initialize the links of EG i;
14: while There are links which are not scheduled in Ei

do
15: e ← Find the link which has the largest weight in

Ei;
16: if e is already scheduled then
17: Ei ← Ei − e;
18: else
19: Schedule e to the empty time slot satisfying (22);
20: Ei ← Ei − e;
21: end if
22: end while
23: N ← N −Ni;
24: if constraint (27) is not satisfied then
25: Find the link which has the lowest weight in E and

schedule it to the empty time slot satisfying (22);
26: Go to line 24;
27: end if
28: end while

tke +
∑

e∈N(e)

tke ≤ 1, (14)

where N(e) denotes the set of neighboring edges for e. If
ce

′

e + fe
′

e ≥ 1, e
′

is included in N(e).
6) Transmission fairness constraint: Each node consumes

energy whenever it receives/transmits data. In a smart man-
ufacturing environment, the amount of remaining energy in
each EG is important for efficient communication and to send
real-time data back and forth. Therefore, a fairness constraint
ascertains a chance for every EG to transmit evenly and
equalizes energy consumption among EGs fairly [33]. We used
the Jain’s Fairness Index to set the following constraint:(∑

t∈T
∑
e∈E w

k
e (t) · tke

)2
β ·
∑
t∈T

∑
e∈E (wke (t) · tke)

2 ≥ τ,∀t ∈ T, (15)

where τ denotes fairness threshold.
7) Objective Function: From (8) to (15), we can design

an objective function, the details of which are provided in
Appendix.

B. Centralized Link Scheduling Problem
The objective function (16) is complex and requires a con-

siderable amount of time to be solved, using various solvers.
Therefore, to reduce the scale of the problem, we assumed a
single channel environment and the amount of data transmitted
in a time slot cannot exceed the channel capacity. Thus,
we were able to eliminate flow conservation, link capacity,
and channel match constraints and obtain a reduced objective
function as a pure MWIS problem. For solving an MWIS prob-
lem, various heuristic and approximation algorithms have been
proposed, since MWIS is a well known Non-deterministic
Polynomial-time hardness (NP-hard) problem. In this section,
we describe our proposed heuristic algorithm. In the proposed
scheme, scheduling links are computed in real time by the ES
and delivered to all EGs via a control channel. In addition,
each EG reports its queue backlog size to the ES at regular
intervals through the control channel. In this paper, we assume
an underlay control channel that uses some of the frequencies
of each channel [28].

Algorithm 1 shows the pseudo code of our proposed routing
scheme. First, the EG with the largest number of neighbor EGs
is found (line 5). If there are more than two EGs found, the
algorithm selects the EG with a lower number of connected
links of EGs; otherwise, it selects the EG randomly (lines
6 - 11). The edge with the highest weight connected to the
selected EG is scheduled first and all the edges are assigned a
time slot in this way (lines 14 - 22). When all the edges of the
selected EG are scheduled, the corresponding EG is removed
from the candidates list and the process continues until the
edges of all the EGs are scheduled. In particular, in the process
of scheduling other edges, the algorithm finds the time slot that
maximizes spatial reuse and allocates it. Once all edges are
scheduled, we measure the fairness between EGs using Jain’s
fairness index. If constraint (27) is not satisfied, we find the
edge with the lowest weight and continue scheduling (lines 24
- 27). The proposed heuristic algorithm handles complicated
MWIS problems efficiently and provides backhaul routing link
scheduling results in a short amount of time. This is well
suited for a smart manufacturing network system to process
commands and to monitor the state of the ME in real time.

To assess the performance of the heuristic algorithm in
terms of complexity, the computational complexity of each
phase was analyzed as follows: For the phase of scheduling,
target EG searching is used in this study, and it requires N
comparisons for the finding target EG that has the maximum
number of neighboring nodes. However, in the worst case,
N nodes can have the same number of neighboring nodes.
Therefore, it requires additional N comparisons for lines 6 -
10, and the scheduling algorithm is quadratic with regard to the
size of N. Finally, the entire algorithm takes the computational
complexity as O(N2).

V. PERFORMANCE EVALUATION

In this section, we discuss the simulation results to verify
our link scheduling algorithm based on a greedy approach.
The proposed algorithm was implemented by using an OPNET
simulator. In our simulation, we focused on the result of the
aggregate network throughput, delay, packet loss rate, and
fairness. In order to perform the simulation, we assumed that
the wireless backhaul network topology was built according to
Fig. 2. The detailed configuration of the simulation parameters
is shown in Table III. In addition, we have used the simulation
parameters in [37] in terms of path loss model, radiation
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TABLE III
SIMULATION PARAMETERS FOR DIRECTIONAL ROUTING

Parameters Value

Number of Edge Gateways 5 - 100 (with Point
Poisson Process)

Number of Links 10 - 200

Number of Beams 4

Backhaul Trrafic Load
1000Mbps/GW

(Exponential
Distribution)

Channel Bandwidth 1.76 GHz

Time Slot Duration 10 µs

Area Dimension 100 m x 100 m

Tx Power 10 dBm

Tx/Rx Antenna Gain 19 dBi

pattern, and modulation. Moreover, in our simulation we
assumed that all the EGs have already obtained their routing
information and set the scheduling delay to 10 ms. In addition,
the routing information was implemented by a matrix in our
simulator.

To measure the effectiveness of the proposed scheme, we
evaluated the following performance metrics.
• Total Backhaul Network Throughput (Gbps): Total

data traffic transferred successfully from all EGs to the
ES divided by time,

• Average Delay (msec): Average delay time between
source and destination,

• Packet Loss Rate (%): The number of lost packets
divided by the total number of transferred packet, and

• Jain’s Fairness Index [38]: The square of the average
of xi divided by the average of x2i , where N denotes the
number of EGs and xi is the number of times that EG i
(or gateway i) has been assigned time slots (15).

J(x1, x2, · · · , xN ) =

(∑N
i=1 xi

)2
N
∑n
i=1 x

2
i

.

Fig. 3 shows the graph of backhaul network throughput
versus normalized traffic load. For example, a traffic load
of two means that the incoming traffic requires an aggregate
rate at each EG in the backhaul system to have twice the
average capacity of a single link. The throughput of all the
employed schemes grew rapidly with an increase in traffic
load. In particular, the brute-force approach had the highest
increase amongst all the schemes; it achieved more than 27%
of that achieved by the proposed scheme (τ = 0.9) at a
heavy traffic load. However, the brute-force approach is not
scalable when a large number of nodes are deployed. The
DSR-based backhaul routing scheme showed the lowest per-
formance due to the overhead required for setting the routing
path. Although the Spatial Division Multiple Access (SDMA)
based resource management scheme for 5G [23] optimizes
the link scheduling, the aggregate throughput is lower than
that of our proposed scheme. This is because, SDMA based
resource management scheme optimizes the link scheduling
that only considers the one-hop link. Thus, the frame may be
lost at the intermediate GW and the end-to-end delay may

Fig. 3. Backhaul network throughput versus normalized traffic load

Fig. 4. Average delay versus normalized traffic load

increase. Interestingly, we found that the best performance of
our proposed algorithm was at higher τ . This means that the
fairness of transmission between high links increases end-to-
end throughput.

In Fig. 4, the average delay of the proposed scheme and
the DSR-based scheme increases rapidly at traffic loads of 2
and 0.5, respectively. We conducted further explorations of
the delay performance at higher traffic loads and found that
the delay of the proposed scheme (τ = 0.9) increased slowly
when the traffic load was 3.5. In the proposed schemes with
low fairness constraint (τ = 0.5 and τ = 0.7), the average
delay increases when the traffic load = 2. This is because
of unbalanced link scheduling, which causes packets to be
discarded. In the DSR-based scheme, the node suffers from
signaling overhead as it must find the routing path. As a
result, the network delay increases. In addition, since the radio
resource management scheme for 5G performs link scheduling
for one hop, a bottleneck occurs in the intermediate GW,
thereby exhibiting a high delay.

The trend of the curves of the packet loss rate performance,
shown in Fig. 5, is similar to that of the delay performance. It
should be noted that the proposed scheme (τ = 0.9) achieved
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Fig. 5. Packet loss rate versus normalized traffic load

TABLE IV
JAIN’S FAIRNESS INDEX (TRAFFIC LOAD = 5; EG = 5; ES = 1)

Scheme Fairness Index
Proposed Backhaul Scheduling (τ = 0.9) 0.8932
Proposed Backhaul Scheduling (τ = 0.7) 0.7315
Proposed Backhaul Scheduling (τ = 0.5) 0.6624

DSR-based Routing 0.4142
Brute-force Approach 0.9341

Radio Resource Management Scheme [23] 0.4684

almost zero packet loss even at a heavy traffic load of four,
whereas more than 63% and 30% of packets were discarded
for the DSR-based scheme and the proposed schemes with low
fairness constraint (τ = 0.5 and τ = 0.7), respectively.

Table IV shows the Jain’s fairness index when the traffic
load is 5. As can be seen from the table, all of the proposed
schemes almost satisfy the requirement of the fairness con-
straint. The brute-force approach achieves the highest score
of 0.9341. This result means that the optimal value for τ is
0.9341 in this scenario.

Fig. 6 and Fig.7 show the throughput and delay results when
100 GWs are deployed on a 1 km x 1 km topology (more
stressful environment), respectively. As shown in the figure,
the network throughput is similar to that of the previous result,
and it can be confirmed that the throughput is saturated as the
traffic increases for all of the schemes In the case of delay,
it can be confirmed that it has increased overall. However,
we observed that delay of the proposed scheme is within
300 msec, which is the target end-to-end delay time proposed
by EdgeX Foundry [11]. Therefore, the proposed scheme is
suitable for real-time data processing in smart manufacturing
systems.

VI. CONCLUSION AND FUTURE WORK

In an edge computing based smart manufacturing system,
various IoT devices generate, process and exchange large
volumes of real-time sensory information and control data
over an industrial IoT network. This real-time large-scale data
needs to be efficiently routed over a smart industrial IoT
network in order to be processed at the destination in real-
time. In this paper, we have proposed a directional routing

Fig. 6. Backhaul network throughput versus normalized traffic load in large
scale networks

Fig. 7. Average delay versus normalized traffic load in large scale networks

link scheduling scheme that efficiently schedules backhaul
traffic over directional links established between EGs. The
proposed directional routing scheme is based on the MWIS
principle and tries to reduce transmission delay and energy
consumption through transmission fairness among EGs. The
proposed algorithm calculates sub-optimal link scheduling re-
sults in real time and reduces the end-to-end delay by ensuring
transmission fairness and throughput among the directional
links. Simulation results showed that our proposed scheme
outperformed existing mmWave routing schemes in terms of
throughput, delay, packet loss rate, and transmission fairness.
However, the algorithm gave sub-optimal results in a small-
scale smart manufacturing system (less than 10 EGs). As the
network grows, the results are still questionable. Therefore,
in our future research, we intend to validate our proposed
solution in a real industrial environment, analyze how many
devices are acceptable in smart manufacturing system, and
obtain an optimal link scheduling algorithm by applying the
message passing technique, which can solve the MWIS prob-
lem effectively in a short time. In addition, since the proposed
method is operated in a centralized manner, its scalability is
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low. Therefore, we intend to design a routing protocol that
operates in a fully distributed manner by applying the concept
of game theory.
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APPENDIX

A. Objective Function

Our objective function is given by

maximize
∑
k∈K

∑
i∈T

wke (t) · tke , (16)

subject to

∑
m∈N(n)

d→
nm
−

∑
m∈N(n)

d→
mn

=


ds, if n = s(f);

−ds, if n = d(f);

0, otherwise;
(17)
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∑
f∈F

df→
nm

≤

∑
k∈K

∑
t∈T t

k
→
nm

· rk→
nm

T
,∀n,m ∈ N, (18)

ak→
nm

≥

∑
t∈T

(
tk→
nm

+ tk→
mn

)
T

,∀n ∈ N,∀m ∈ N,∀k ∈ K, (19)

ak→
nm

= ak→
mn

,∀n ∈ N,m ∈ N,∀k ∈ K, (20)

∑
m∈N(n)

∑
k∈K

ak→
nm

≤M,∀n ∈ N,∀m ∈ N,∀k ∈ K, (21)

tke +
∑

e∈N(e)

tke ≤ 1,∀e ∈ E ,∀k ∈ K,∀t ∈ T, (22)

df ≥ 0,∀f ∈ F, (23)
df→

nm

≥ 0,∀n ∈ N,∀m ∈ N(n),∀f ∈ F, tk→
nm

∈ {0, 1} , (24)

∀n ∈ N,∀m ∈ N(n),∀k ∈ K, (25)
ak→

nm

∈ {0, 1} ,∀n ∈ N,∀m ∈ N(n),∀k ∈ K, (26)(∑
t∈T

∑
e∈E w

k
e (t) · tke

)2
β ·
∑
t∈T

∑
e∈E (wke (t) · tke)

2 ≥ τ,∀t ∈ T. (27)


