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Abstract

The millimeter-wave (mmWave) frequency band presents a viable communication platform for the exchange of large amount of
data and communications of Connected Vehicular Networks (CVNs). Its ability to support multi-gigabit data rates and high spatial
reuse is especially crucial because of the large volume of data produced by physical entity each second. However, its susceptibility
the deafness problem, blockages, and beam misalignment is a major impediment, especially in highly mobile environment such as
CVNs. Especially, CVNs are related to the life of human being, network reliability is one of the most important issue. To resolve
this problem, recent studies on mmWaves have focused more on the PHY/MAC Layers, while fewer studies have examined the
transport layer. In this paper, we examine the performance of TCP in mmWave based vehicular networks, focusing particularly
on the effects of congestion and link failure. In addition, we highlight the problems of using conventional TCP in an mmWave
CVNs and propose an real-time wireless TCP (RTW-TCP) implementation such mmWave environment. Finally, we compare the
performance of the proposed RTW-TCP and conventional TCP. The simulation results show that the proposed scheme maximizes
the total network resources by distinguishing link failure from network congestion in an mmWave CVNs.
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1. Introduction

Mobile data traffic is growing at an exponential rate. Ac-
cording to Cisco, global mobile data traffic is expected to reach
about 49 exabytes per month by 2021, while a 5G connection
will generate almost five times more traffic than a regular 4G
connection. Consequently, to accommodate global mobile traf-
fic demand of this magnitude, the millimeter-wave (mmWave)
band in 5G mobile networks has been identified as a potential
solution. The mmWave band lies between 30 and 300 GHz
on the frequency spectrum, and offers tremendous amounts
of bandwidth and data rates (multi-gigabit) to support ser-
vices such as high definition and ultra-high definition television
(HDTV and UHDTV, respectively), high quality virtual reality
(VR), and in-vehicular infotainment systems [1]. Thanks to the
wide bandwidth of mmWave, it has become a core technology
of 5G mobile networks and enables very high speed device-to-
device (D2D) communications, massive machine communica-
tions (MMC), and ultra-dense networks (UDNs).

Based on the aforementioned qualities, mmWave frequency
has immense potential in Connected Vehicular Networks
(CVNs) communications in terms of the exchange of large vol-
ume of sensing data to improve traffic safety and to support ap-
plications for in-vehicle entertainment and an augmented driv-
ing experience [2]. This requirement is highlighted by the vol-

ume of data that vehicular on-board sensors create. Accord-
ing to [1], 750 MB of sensor data are generated every second
by Google’s self-driving car. This translates to over 2 TB of
generated sensor data per hour. Although the whole of gen-
erated data does not need to share with other vehicles1, there
is still a large amount of data should be transmitted. Unfor-
tunately, the current vehicular communication standard, dedi-
cated short-range communication (DSRC) [3], which has a the-
oretical maximum data rate of about 27 Mbps, is insufficient for
such high volumes of data. Research on vehicular communica-
tions using mmWaves started about three decades ago. A Eu-
ropean ITS project, which ran between 1987 and 1994, called
PROMETHEUS (PROgraMme for European Traffic with High-
est Efficiency and Unprecedented Safety) utilized the 57 GHz
frequency to achieve cooperative driving among vehicles us-
ing vehicle-to-vehicle communications [2]. Similarly, a joint
research project on mmWaves (60 GHz) for inter-vehicle com-
munication was carried out at Yokosuka Research Park in Japan
in the late 1990s [3]. Experiments were also carried out by the
Communications Research Laboratory in Japan for the trans-
mission of high quality TV between vehicles over a short dis-
tance using 60 GHz mmWaves [2]. These projects confirm the

1Compression algorithm or feature selection can be applied to reduce data
size
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Figure 1: V2X communications and technical issues related to the mmWave band

viability of the mmWave frequency in vehicular communica-
tions. However, despite these benefits, mmWave communica-
tion presents several significant technical challenges, including
beam misalignment, sensitivity to blockages, the deafness prob-
lem, directivity, and high propagation loss, as illustrated in Fig-
ure 1. Therefore, in order to harness the potential of mmWave
communications, both industry and academia are attempting to
resolve these challenges.

Additionally, the reliability of end-to-end data transmission
in CVNs is very necessary feature since CVNs can be consid-
ered as real-time Internet of Things (IoT) system, which re-
quires end-to-end real-time performance. Thus, research on the
TCP responsible for the reliability of end-to-end data transmis-
sion is one of the important issues to be addressed. In the fu-
ture CVNs, there are a number of potential use cases of end-to-
end communications. For instance, the automotive sensors can
identify the traffic volume around the area and reports the re-
mote server which controls the timing of the traffic light. More-
over, they can quickly identify the roads requiring repairs and
reports to repairman or road management corporation before
the danger appears to improve road safety and reduce the in-
convenience.

Thus, in this paper, we assume that vehicles are embedded
with mmWave directional antennas, which enable communi-
cations with neighboring vehicles and road-side base station
(RBS) units by beamforming. We examine the behavior of TCP
in mmWave CVNs. We also propose real-time wireless TCP
(RTW-TCP) to solve the above problems and measure its per-
formance compared with the conventional TCP in CVNs.

The contributions of this paper can be summarized as fol-
lows:

• We investigated various existing TCP and analyzed
whether it is suitable for mmWave band for each TCP

characteristic.

• We analyzed various link failure phenomena occurring in
mmWave band and simulated the behavior of existing TCP
in the mmWave. In simulation, we investigated the rate at
which link failure and congestion occur.

• We propose a RTW-TCP suitable for the characteristics of
the mmWave band, and compare it with the existing TCP
through the experiment in the CVNs environment.

Section 2 presents the technical challenges for TCP design
in mmWave-based CVNs. In Section 3, we introduce exist-
ing wireless TCP and propose an enhanced wireless TCP for
mmWave CVNs. Then, in Section 4, we evaluate the perfor-
mance of the conventional TCP schemes (TCP Cubic and TCP
Compound) and the proposed real-time wireless TCP (RTW-
TCP) using case studies (rural area and urban area with Man-
hattan mobility and random mobility). Finally, Section 5 con-
cludes the paper and suggests possible future research direc-
tions.

2. Technical issues in mmWave CVNs

In this section, we discuss the technical challenges for
mmWave TCP design in CVNs. Principally, we examine how
conventional TCP functions, such as congestion control, error
control, and flow control, work in the CVNs.

2.1. How much congestion occurs in mmWave CVNs?

To answer this question, we analyze the behavior of conven-
tional TCP in mmWave CVNs by means of a case study. We
begin our analysis with a comparison of the network congestion
in LTE and mmWave bands for CVNs. We deployed 20 vehicle
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Figure 2: Data rate and loss rate for LTE and mmWave-based CVNs

Table 1: Simulation parameters for mmWave-based CVNs
Parameters Values
Topology size 100m x 100m

Speed of vehicles
5 m/s - 30 m/s
(Uniformly Distributed)

Traffic loads 200 Mbps - 2 Gbps
Operating frequency 28 GHz
Number of symbols per slot 24
Packet length 1400 bytes
Core network delay 1 ms
RLC buffer size 50 MB

nodes and five road-side base stations in a 100m x 100m topol-
ogy using the OPNET simulator2. In this simple scenario, all
vehicles are randomly deployed and do not have any mobility3.
Additionally, we assume that each vehicle had one passenger
(1 UE) receiving data from an external cloud server. Both the
data rate and the loss rate due to congestion were measured
by varying the traffic in the order of 1 Mbps, 10 Mbps, 100
Mbps, 500 Mbps, 1 Gbps and 2 Gbps. For LTE model, we ap-
plied LTE High Speed Packet Access+ model (3GPP Rel.11),
which supports to 168 Mbps, while 5G architecture is applied
for the mmWave model. More detailed simulation parameters
are listed in Table 1.

Figures 2 (a) and (b) show the simulation topology and the
data rate and loss rate due to network congestion in CVNs, re-
spectively. Note that, in this scenario model, all devices use
conventional TCP protocol. As shown in the figure, data loss

2All vehicles maintain one connection to one RBS. Thus, vehicles receive
data from only one RBS even if they are located in the service range of more
than two RBSs.

3Mobile scenarios are described in Section 4.

due to congestion increases rapidly with increasing amounts of
traffic in the LTE-based CVNs. Conversely, owing to the very
wide bandwidth (5.6 Gbps) present in the mmWave environ-
ment, congestion-related data losses do not occur.

2.2. The Deafness problem in mmWave CVNs

The deafness problem is an issue related to directional anten-
nas that occurs if a node (vehicle or RBS) fails to reply to a di-
rectional request frame addressed to it, leading to a retransmis-
sion by the originator [4]. This increases the contention win-
dow, during which time messages to other nodes are blocked.
This problem occurs frequently in single-antenna systems in
the mmWave band, and has a high probability of occurring in
CVNs owing to the recurrent nature of V2V communications.

Recently, various studies have investigated how to prevent
this problem or to minimize its damage. However, it is in-
evitable that communication between vehicles cannot be per-
formed, even within a short period [4].

Although the problem of deafness increases the delay be-
tween terminals, it is not a factor that causes network conges-
tion. Unfortunately, conventional TCP identifies the deafness
problem as network congestion, and invokes it congestion con-
trol mechanisms by adjusting the congestion window (cwnd)
size, thereby reducing network throughput. Therefore, despite
the existence of available network resources, they are not able
to be utilized efficiently.

Figures 3 (a) and (b) show the simulation topology and the
trend of cwnd variation in conventional TCP when deafness oc-
curs, respectively. In this scenario, assume that Vehicle 0 is
moving and receiving data from the cloud server by commu-
nicating with the RBS. Vehicle 0 moves away from the RBS
and sends a connection request frame to continue to receive the
service through Vehicle 1. However, Vehicle 1 does not hear
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Figure 3: Congestion window size variation in deafness scenario

the message. As shown in the figure, after the deafness occurs,
cwnd drops rapidly, even though it can be resolved.

2.3. The Blockage Problem in mmWave CVNs

In mmWave CVNs, a signal between nodes may be inter-
rupted by a building, sign, or tree, or by obstacles on the road,
because the very high frequency results in attenuation of the re-
ceived SNR. Because the vehicles and the RBS in the mmWave
link need to use a directional antenna to concentrate power and
compensate for the high path loss, this problem becomes par-
ticularly serious [5].

In addition, in metropolitan areas, blockage problems can oc-
cur more frequently because of high-rise buildings, crowds, and
crowded vehicles. Even if the intensity of the signal is reduced
by obstacles, it can escape within a short time because of the
mobility. However, TCP mistakenly interprets a break in the
short link as network congestion and, thus adjust cwnd. In ad-
dition, as a result of interference and signal attenuation due to
the characteristics of wireless channels, it is very difficult to ap-
ply TCP properly to mmWave CVNs. As shown in Figures 4 (a)
and (b), a blockage problem causes cwnd to return to its initial
value after a temporary link disconnection at the wireless link
level.

2.4. Beam misalignment in mmWave CVNs

Millimeter-wave frequencies suffer from significant path
loss. To compensate for this loss, mmWave radios use highly
directional antennas to focus the signal power in a narrow beam.
Such directional antennas can be implemented using phased ar-
rays. In fact, because the wavelength is very small (of the or-
der of a millimeter), tens or hundreds of such antennas can be
packed into a small space, creating a pencil-beam antenna. The
beam can be steered electronically within a few microseconds.
However, the real challenge is to identify the correct spatial

direction that aligns the transmitters beam with the receiver’s
beam [6].

In CVNs, the position of a vehicle changes frequently owing
to the movement of the vehicle, often causing the beam mis-
alignment problem. If the beam between V2V or V2I is not
aligned, the signal quality will be temporarily degraded and the
link can be disconnected. Recently, in vehicular environments,
a large amount of side information has been available from var-
ious sources, such as automotive radars, visual cameras, LI-
DARs, or even DSRC devices. Based on this information, ef-
forts have been made to reduce the beam switching overhead
by tracking the beam in real time, but the problem of temporary
link disconnections still exists. In this case, the existing TCP
invokes the congestion control algorithm because it interprets
the delays caused by disconnected links as network congestion.
However, this is a temporary link disconnection, which results
in wasting available resources. As shown in Figures 5 (a) and
(b), a beam misalignment problem causes cwnd to return to its
initial value after a temporary link disconnection at the wire-
less link level. In addition, in CVNs, because the phases of
the transmission beam and the reception beam between vehi-
cles change continuously, temporary disconnections occur fre-
quently. The figure shows the results when the beamwidth is
30 degrees. Furthermore, this problem occurs more frequently
here than in other experimental environments.

3. TCP Behavior in the Literature

Conventional congestion control mechanisms for TCP were
mainly designed for wired networks. In such networks, all seg-
ment losses are the result of congestion, with those due to ran-
dom bit error rates (BERs) being negligible. Therefore, these
the congestion control mechanisms consider all segment losses
as congestive losses and non-congestive losses are assumed
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Figure 4: Congestion window size variation in blockage scenario

to be negligible. However, this assumption does not hold in
wireless networks, in which segment losses are often induced
by mobility, signal contention, signal fading, or reasons other
than network congestion. The incapability of traditional con-
gestion control mechanisms to differentiate between random
packet losses and congestive losses results in significant per-
formance degradation in wireless networks.

In this section, we describe some of the existing congestion
control mechanisms, as well as proposed new solutions for TCP
in wireless networks.

3.1. Conventional TCP schemes

TCP-Tahoe [7] and TCP-Reno are the two most popular con-
ventional congestion control mechanisms for TCP. TCP-Reno
implements a fast recovery algorithm in addition to the slow
start, congestion avoidance, and fast retransmit algorithms of
TCP-Tahoe. Until either a slow start threshold (ssthresh) is
reached or a packet loss is detected, the size of the cwnd grows
exponentially in round-trip times (RTT). Both Tahoe and Reno
consider a retransmission timeout (RTO) and duplicate ACKs
as packet loss events due to congestion. The difference with the
two protocols is mainly in how they react to duplicate ACKs. If
duplicate ACKS are received, Tahoe carries out a fast retrans-
mit, sets the ssthresh to half the current cwnd, reduces the cwnd
to 1 maximum segment size (MSS), and resets to the slow start
state. In contrast, Reno saves half the current cwnd as ssthresh
and as the new cwnd, thus, skipping the slow start and enter-
ing a fast recovery phase to speed up the recovery process [7].
However, both mechanisms are limited in their ability to han-
dle multiple packet losses in a single cwnd, which is common
in wireless networks. TCP-New Reno improves the retrans-
mission during the fast recovery phase of Reno to alleviate this
problem [8]. On the other hand, to solve the limitation of the
cumulative ACKs scheme in TCP, TCP-SACK is proposed as

a selective ACK (SACK) option for TCP. SACK implements a
selective retransmission policy. Thus, the sender needs to re-
transmit only those segments that were actually lost, based on
the selective notification of the receiver.

Conventional congestion control mechanisms implicitly as-
sume that all packet losses are due to congestion. Conse-
quently, the congestion window is reduced by half. However,
as noted, this assumption does not hold for wireless networks,
because packet loss due to the high bit error rate of wireless
link would make the sender reduce the transmission rate unnec-
essarily, resulting in performance degradation. In particular, in
an mmWave CVNs environment, this problem becomes severe
because of the high path loss and mobility of vehicles.

3.2. Wireless TCP schemes

In this subsection, we introduce the representative TCP
schemes for wireless networks. Basically, wireless TCP aims to
differentiate between packet loss due to congestion and packet
loss due to link failure. Based on the techniques they employ,
we categorize wireless TCP as follows.

3.2.1. Traffic measurement-based TCP
TCP schemes in this category are techniques for distinguish-

ing between congestion and link failure based on the queue
backlog of routers and intermediate nodes [9, 10]. TCP-
Veno [9] has been proposed as an end-to-end congestion con-
trol mechanism, with sender-side refinements on top of Reno to
deal with random packet loss in wireless access networks. TCP-
Veno adopts the same mechanism as TCP-Vegas to estimate the
backlogged packets in the network. The estimated value is used
to identify the cause of the packet loss. If the estimated backlog
is less than a certain threshold, the loss is assumed to be random
(link failure). Otherwise, the loss is categorized as congestive
loss. Therefore, all of the Reno congestion control schemes are

5



Figure 5: Congestion window size variation in beam misalignment scenario

adopted. TCP-Veno utilizes the estimated backlog information
to enhance two of Reno’s congestion mechanisms.

The additive increase algorithm is modified such that if the
estimated backlog packet exceeds the threshold, the congestion
window is increased by one for every two round trip times,
rather than for each round trip. The other modification is to the
multiplicative decrease algorithm, such that if the connection is
not in the congestive state and random loss is inferred, the slow
start threshold is set to 4/5 of the congestion window, rather
than 1/2. Veno achieves a far higher throughput than Reno, is
less aggressive than Reno in terms of the number of timeouts,
fast retransmits triggered, and retransmitted packets [9].

3.2.2. Biased queue management-based TCP

Differentiating congestive losses from non-congestive losses
is difficult when wireless congestion is light. TCP-
Casablanca [11] implements a simple biased queue manage-
ment scheme on its to distinguish congestion losses from ran-
dom losses in order to improve the performance of TCP in a
wired−wireless network. The main idea of TCP-Casablanca
is to de-randomize congestion losses such that the distribu-
tion of such losses differs from that of wireless error losses.
TCP-Casablanca uses a discriminator function to distinguish
congestive losses from random losses. This helps a TCP re-
ceiver to determine accurately the cause of a loss and to notify
the TCP sender to react accordingly. TCP-Casablanca identi-
fied congestion losses with an accuracy of more than 95 per-
cent, and wireless losses with an accuracy of more than 75
percent. This improves the performance of TCP in terms of
throughput compared with those of TCP-New Reno [8] and
TCP-Westwood [12]. However the classification accuracy de-
creases when the level of congestion is high.

3.2.3. Congestion timeout delay-based TCP
This type of TCP algorithm resolves link level errors through

retransmission before a TCP timeout occurs owing to conges-
tion.

The delayed congestion response TCP (TCP-DCR) [13] was
proposed to improve the TCP performance for non-congestive
events in a wireless network. The main idea of this protocol is
to delay the triggering of congestion response algorithm for a
small bounded period after the first duplicate acknowledgment
is received by the receiver. The delay time is used to allow
the link-level retransmissions to recover non-congestive losses
due to channel errors. Upon receiving the first duplicate ACK,
the TCP-DCR sender starts a delayed response timer of one
RTT, and allows the link-level retransmission to recover the lost
packet. However, if the packet is not recovered within the de-
layed period, the loss is considered to be a congestive loss and
TCP-DCR triggers the fast retransmit and recovery algorithms
to recover the packet.

TCP-DCR [13] does not require modifications at the receiver
side and the performance of TCP-DCR is much better than that
of TCP-Reno and TCP-Westwood in the presence of wireless
channel errors. However, other network factors that affect the
degree of packet reordering are not considered, whereas the
chosen delayed time is dependent only on RTT.

Apart from the high bit error rate in a wireless network, the
absence of infrastructure and high node mobility mean that fre-
quent route changes and network partitions in wireless ad hoc
networks also pose considerable challenges to the performance
of TCP. Frequent route changes can cause out-of-order delivery
of packets at the destination, which results in further misinter-
pretation by the congestion control mechanism of TCP.

3.2.4. Freeze-based TCP
TCP-Feedback [14] intends to distinguish route failure from
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Table 2: Comparative analysis of TCP techniques and operability in the mmWave band
Ability to distinguish link
failure from congestion Behavior in the mmWave CVNs

Conventional TCP
(wired TCP)

- Cannot distinguish between congestion
and link errors.

- It is difficult to achieve maximum throughput
because it does not distinguish link errors from

congestion.
Traffic measurement-

based TCP
- Distinguishes between congestion and link

errors based on queue backlog.
- Because of vehicle mobility, network backlog

measurement is very difficult.

Biased queue
management-based TCP

- Distorted congestion distributions are
generated to identify congestion and link

errors.

- It is very difficult to generate a consistent
congestion distribution because of the

mobility of the vehicle and the unpredictability
of the link.

Congestion timeout
delay-based TCP

- By delaying the RTO timer, the RTO does
not occur in the link layer owing to
retransmission at the MAC layer.

- It is difficult to predict the time required for
error recovery

- If the vehicle moves at low speed, the
blockage duration can be long.

Freeze based-TCP
- When routing failure occurs, RTO is not

generated by freezing the timer for a while.
- Cannot distinguish wireless link failures.

- It is difficult to achieve maximum throughput
because it does not distinguish link errors from

congestion.

congestion. It depends on the network layer at the intermediate
mobile hosts to detect route failures, owing to the mobility of
the next mobile host along the route. As soon as an intermediate
mobile host detects a route failure, it sends an explicit route
failure notification (RFN) packet to the source and records this
event. If the intermediate host that receives the RFN packet
knows an alternate route to the destination, these packets can
be rerouted through that alternate route to the destination, and
the RFN is discarded. Otherwise, the host relays the RFN to the
source.

Upon receiving the RFN, the source goes into snooze state,
and then stops sending further packets and freezes the value of
state variables, such as the retransmission timer and the con-
gestion window size. The source remains in the snooze state
until it is made aware of the restoration of the route through
a route reestablishment notification (RRN) packet. Once the
source receives the RRN packet from an intermediate host it
re-enters the active state, where transport is controlled by the
normal TCP [14]. TCP-Feedback outperforms TCP as the route
reestablishment delay increases. Even though it can avoid per-
formance deterioration from route failure, it cannot avoid or
identify occasional packet losses from signal fading.

3.2.5. mmWave Wireless TCP
The previously introduced TCP protocol distinguishes be-

tween congestion and errors at the wireless link level in fre-
quency bands other than the mmWave band, and congestion
control is performed only when congestion occurs. However,
because the existing wireless TCP was designed without con-
sidering the problems caused by the mmWave CVNs introduced
in Section 2, it is limited in its applicability to the mmWave
frequency band. In [5, 15, 16, 17], the authors simulated the
operation of the conventional TCP (Tahoe, Reno, and Cubic)
in the mmWave band. In their experiments, conventional TCP
in the mmWave frequency band 1) takes a long time to achieve

full throughput owing to the wide bandwidth, 2) increases the
end-to-end latency because of the high link error rate, and 3)
suffers from frequent RTOs (retransmission timeout) and the
re-initializing of cwnd. Additionally, the authors performed
TCP performance analysis with SNR reduction due to obsta-
cles when the node simply moved in a straight line (pedestrian
and train mobility).

There are some TCP studies that take into account the
mmWave bandwidth characteristics rather than simple exper-
iments. In [18] and [19], the authors focused on the bufferbloat
problem in the mmWave band. Bufferbloat is a problem in that
if the buffer size of the intermediate node is large, packets are
trapped and the total delay increases. In the mmWave band,
this problem is caused by the wide bandwidth that exceeds the
output speed of the buffer. In [18], the authors investigated the
impact of queue management scheme on TCP performance and
other authors proposed queue management scheme to allevi-
ate this problems in [19]. In another study [20], the authors
proposed cross-layer based TCP (X-TCP) that controls TCP
windows using information the uplink flow. Their research has
been designed to adjust the cwnd based on the estimated RTT to
adapt to the mmWave band, where channel conditions change
frequently. However, in their study, the bufferbloat problem was
addressed efficiently, but the problem with link failure was not
addressed.

TCP Cubic [21] and TCP Bottleneck Bandwidth and Round-
trip Propagation Time (BBR) [22], which are based on network
traffic, are the most popular TCP techniques currently used in
Linux systems. TCP Cubic is a feature that increases the con-
gestion window quickly based on the congestion event that oc-
curred immediately before. TCP BBR also keeps the conges-
tion window constant based on the bandwidth and RTT of the
bottleneck link. Both techniques are suitable for a variety of
network environments, including the mmWave band, due to the
advantage of keeping the congestion window to match the net-
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Figure 6: mmWave TCP case study scenario (rural area)

work conditions.
However, as shown in Section 2, mmWave CVNs have more

link failure than traffic congestion. Therefore, it is obvious that
mmWave TCP with wide bandwidth has more RTO due to link
failure than congestion. If the link layer can recover the link be-
fore the RTO occurs, it will improve TCP performance. Fortu-
nately, studies of the MAC layer in the mmWave band show that
the deafness and beam misalignment problems can be resolved
by retransmission within 10 ms, even though many nodes are
crowded [2, 4]. However, the above techniques assume that the
node is fixed, and the link disconnection time is dependent on
the mobility of the vehicle in CVNs for blockage problem. In
order to solve this problem, it is possible to consider a mobil-
ity management technique to rapidly switch to a serving base
station in which a LOS is formed when a blockage problem oc-
curs in the 5G environment [23]. However, in the base station is
limited topology (e.g., rural area), the above technique cannot
be a fundamental solution. Thus, the mmWave TCP technique
based on mobility should be designed.

Thus, we proposed a simple TCP technique for mmWave
CVNs based on vehicle’s mobility. The proposed TCP solution
is based on TCP Cubic [21] when packet loss event does not
occur. However, our proposed TCP operates differently when
packet loss event occur according to the mobility of the vehi-
cle and channel quality information (CQI). The link layer sends
its current mobility to the TCP layer, which determines the be-
havior of TCP in real-time4. Each RBS can collect CQI for
each region (beam) from the vehicle (or UE) through the phys-
ical uplink shared channel (PUSCH) in 5G networks. Then, the
RBS can predict the future blockage duration based on vehicle’s
mobility. Thus, the TCP sender can adjust the cwnd size appro-

4In 5G network architecture, Mobility Management Entity (MME), which
manages the mobility of the UEs connected to the core network, can perform
this role.

priately based on received information from the gNB. In gen-
eral, if the blockage duration is long5, the TCP sender reduces
the size of cwnd. Otherwise, if the time in which the blockage
is experienced is short, the TCP sender holds the size of cwnd
because network connection can be recovered in a short time.
In the vehicle-to-vehicle (V2V) environment, since the block-
age problem occurs relatively less, the use of conventional TCP
does not cause any major problems. Thus, the proposed TCP
solution can be a suitable model for CVNs.

4. Case study: TCP behavior in mmWave CVNs

In this section, we compare the performance of existing TCP
schemes and the proposed Real-Time Wireless TCP (RTW-
TCP) in the mmWave CVNs environment. The simulation pa-
rameters used in this section is listed in 1. We measure total
aggregate throughput and cwnd variation for the comparative
analysis. For this purpose, the RBS and the vehicle are placed
in the simulation scenario and obstacles are arranged to be sim-
ilar to an actual environment. The carrier frequency is 28 GHz,
the transmit power is 30 dBm, the total bandwidth is 1 GHz,
and there are four TX and RX antennas. In addition, we apply
the MAC scheme, which uses the beaming algorithm and the
deafness aware algorithm for mmWave communication to re-
spond to the above problems. Obstacles were placed randomly
with 10-20m x 10-20m size and the speed of vehicle is set ran-
domly to 5-30 m/s (18-108 km/h). We also apply the Manhattan
mobility model and the random mobility model as vehicle mo-
tion models. The detailed scenario of the model is shown in
Figures 6 and 7.

• Rural area with Manhattan mobility model: In this model,
there are few obstacles (low blockage problem), and the

5If the blockage duration is longer than retransmission timeout of TCP, it is
recognized blockage duration is long.
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Figure 7: mmWave TCP case study scenario (urban area)

probability of deafness and beam misalignment is rela-
tively small, because vehicles travel along a straight path.

• Rural area with random mobility model: In this model,
there are few obstacles (low blockage problem), and the
probability of deafness and beam misalignment is rela-
tively high, because vehicles determine their path ran-
domly.

• Urban area with Manhattan mobility model: In this model,
there are many obstacles, such as trees and buildings (high
blockage problem), and the probability of deafness and
beam misalignment is relatively, small because vehicles
travel along a straight path.

• Urban area with random mobility model: In this model,
there are many obstacles, such as trees and buildings (high
blockage problem), and the probability of deafness and
beam misalignment is relatively high, because vehicles de-
termine their path randomly.

Figure 8 shows the overall network aggregate throughput ver-
sus the generated traffic. The x-axis is the normalized traffic
load. For example, a traffic load of one indicates that the com-
ing traffic requires that the sum of the rate of vehicles in the
CVNs be one, as the average capacity of a single link. Thus,
the overall throughput increases linearly until the traffic load
is one in all simulation scenarios. In addition, when the traffic
load is lower than one, the overall throughput in the rural area is
about 1−2% higher than the throughput in the urban area. This
is because rural areas have fewer vehicles and obstacles and,
thus, fewer packet losses in the wireless channels. In addition,
Manhattan mobility has a higher throughput owing to fewer link
disconnections that in the case of random mobility.

When traffic is heavy in the network, throughput is slightly
reduced, owing to congestion and collisions between packets.
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Figure 8: Aggregate throughput versus traffic load.

In particular, in the case of random movement in an urban
area, we find that conventional TCP shows a 7% reduction in
throughput compared to that of RTW-TCP. High-traffic envi-
ronment, include the problems in the mmWave band, as well
as collisions between packets and bottlenecks in the wireless
link, causing many timeouts for conventional TCP schemes.
On the other hand, RTW-TCP prevents timeouts between end-
to-end links after resolving transient link errors by performing
a fast retransmission on the wireless link. As a result, RTW-
TCP can increase the throughput by maintaining the cwnd size,
even if transient link errors occur. Basically, Manhattan mobil-
ity achieves higher throughput than random mobility. However,
considering that the proposed scheme has a difference of about
2% of the performance, while the other scheme shows a dif-
ference of about 5%, the proposed scheme is less dependent
on the mobility of the vehicle. In realistic road environments,
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Figure 9: Round-Trip-Time (RTT) for mmWave CVNs (traffic load: 1.0).
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Figure 10: Congestion window size variation of TCP in CVNs (urban area with
Manhattan mobility; traffic load: 1.0).

Manhattan mobility is more important because there are roads
for vehicles and the direction of travel is deterministic. An in-
teresting result is the dramatic reduction in performance in the
urban-Manhattan scenario when using conventional TCPs (in-
cluding mmWave X-TCP). On the other hand, when RTW-TCP
is used, there is little change in performance. This means that
link failures causing performance degradation are the result of
more than congestion in mmWave CVNs.

Figure 9 shows the average Round-Trip-Time (RTT) for vari-
ous mobility/scenario models when traffic load is 1.0. As shown
in the figure, random mobility showed higher RTT than Man-
hattan mobility, and urban area showed higher RTT than rural
area. This means that random mobility and the urban area gen-
erate more link failures. Moreover, the proposed RTW-TCP
showed about 7% -10% better performance than the existing
Cubic and Compound schemes. The RTT results are very sim-
ilar to the throughput results, indicating that TCP schemes that
do not take into account the nodes’ mobility are not suitable for
mmWave CVNs.

Figures 10 − 11 show the variation of cwnd with time. As
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Figure 11: Congestion window size variation of TCP in CVNs (Urban area with
Random mobility; traffic load: 1.0).
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Figure 12: Aggregate throughput versus traffic load in realistic scenario.

shown, when using the conventional TCP, the cwnd change is
largest when moving randomly in an urban area. However, the
congestion delay-based TCP algorithm (RTW-TCP for low mo-
bility), MAC layer techniques (e.g., smart beam tracking), and
deafness awareness prevent RTO from occurring. In addition,
in the proposed RTW-TCP technique, the TCP sender only finds
out about the network congestion from the TCP receiver when
the congestion occurs. Therefore, even if a blockage is tem-
porary, cwnd continues to increase because network congestion
does not occur in the intermediate node.

For more realistic evaluation, we conducted further experi-
ments using traffic traces in [24, 25]. They used the traffic traces
presented in the congested highway scenario. In this scenario
model, vehicles move with an average speed of 50.08 km/h. Av-
erage density of vehicles is 0.119 vehicles/m and traffic genera-
tion used the ON/OFF traffic generation model to reflect realis-
tic network traffic [26]. Figure 12 shows the average throughput
in realistic scenario. In the realistic scenario, due to the rela-
tively high moving speed and high vehicle densities, blockage
due to neighboring vehicles occurs in large numbers, so there
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Table 3: RTT for mmWave CVNs in realistic scenario.
RTW-TCP TCP Compound TCP Cubic X-TCP

RTT
(msec) 45 msec 61 msec 47 msec 44 msec

is much performance difference between the proposed TCP and
other TCPs. As you can see, the proposed TCP achieved about
11% performance improvement.

Table 4 shows RTT values measured for each scheme in re-
alistic scenario. As shown in the table, the results are slightly
higher than those of the previous simulation, and trends in the
graphs are not very different. In realistic scenarios, relatively
high RTT is observed because handover occurs frequently due
to relatively wide and fast mobility. The proposed TCP achieves
RTT similar to X-TCP which adjusts the transmission rate
based on the current data rate. This shows that our technique
does not cause a buffering delay (bufferbloat problem) even if it
supports a large amount of throughput.

5. Conclusion

Communication via the mmWave band will be a key commu-
nication technology for future CVNs because of the very high
data rate of such networks. Various PHY/MAC technologies
have been studied to reflect the features of mmWave CVNs, but
research on the transport layer is limited. In future mmWave
CVNs, network congestion will be rare, owing to the wide
bandwidth and rapidly evolving hardware. However, in the
mmWave band, various link errors may occurs owing to fre-
quency characteristics, which means conventional TCP is not
suitable because it cannot distinguish these errors from network
congestion. In this paper, we examined the features of existing
wired/wireless TCP and whether they are suitable for mmWave
CVNs. In addition, we proposed a simple wireless TCP pro-
tocol for mmWave CVNs by taking advantage of the exist-
ing wireless TCP, and simulated the performance of the pro-
posed protocol in various simulation environments. The sim-
ulation results show that existing TCPs cannot accurately de-
tect network congestion due to various link errors in mmWave
CVNs. Even if,we have experimented with a simple technique
for switching different congestion control schemes according
to mobility, we have confirmed that the proposed technique ef-
ficiently uses network resources by coping appropriately. How-
ever, the actual TCP behavior of mmWave CVNs should be de-
signed taking into account other parameters (handover delay,
Tx/Rx buffer size) besides mobility or link capacity. Our future
work will develop a completely new TCP protocol for mmWave
CVNs, taking into account all the parameters that affect this
TCP performance.
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