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Abstract

The vision of space exploration includes missions to deep space that produce significant amounts of video data and require reliable
video streaming back to the Earth. The Internet of Deep Space Things (IoDST) is envisioned to provide communication services for video
data streaming for the mission spacecrafts. Ensuring reliable communications in IoDST requires Transmission Control Protocol (TCP) layer
functionalities. However, current TCP Congestion Control (CC) protocols provide poor performance in IoDST communications primarily
owing to the dependence on pre-defined rules to determine the transmission rate in a single path TCP flow. This paper proposes a Multi-Path
TCP (MPTCP) CC design for data streaming transmission in [oDST. We utilized Scalable Video Coding (SVC)-based streaming to overcome
the Head-of-Line (HoL) blocking and proposed an intelligent CC scheme based on Q-learning and Deep Q-Network (DQN) to solve the
problems of challenging link conditions in IoDST. Our proposed CC scheme determines the optimal congestion window for data transmission
in IoDST communications to maximize the TCP throughput performance and streaming data playback. Simulation results show that our
proposed CC scheme achieves TCP throughput performance by up to approximately 257.14% and 73.08% compared to TCP CUBIC and
TCP Westwood. In addition, video streaming playback by up to approximately 164.86%, 104.17%, 75%, 157.89% and 66% compared to
TCP CUBIC, TCP BBR, TCP Westwood, DRL-TCP and QLE-DS, respectively. Finally the total streaming data transfer time by up to
approximately 61%, 20%, 63%, 21% and 19% compared to TCP CUBIC, TCP BBR, TCP Westwood, DRL-TCP and QLE-DS, respectively.
© 2023 The Authors. Published by Elsevier B.V. on behalf of The Korean Institute of Communications and Information Sciences. This is an open
access article under the CCBY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction network, and an interplanetary backhaul network [2]. Among
the three aforementioned networks, the interplanetary back-
haul network is characterized by extremely long and variable
propagation delays (e.g., ranging between 8.5 min and 40 min
with respect to the Mars-to-Earth communication network).
It is also associated with high link error rates and link out-
ages [3]. This network imposes the most challenging problems
in achieving reliable video streaming [4].

Transmission Control Protocol (TCP) layer functionalities
are crucial for reliable video streaming and timely deliv-

Recent advances in space technologies have enabled the
realization of deep space exploration missions. These mis-
sions produce a significant amount of audio and video data
related to the outer space planets to be delivered to Earth.
In addition, these missions require autonomous video data
streaming at high data rates. Successful video data streaming
over deep space links among planets, mission spacecrafts,
and crewed vehicles requires advanced communication and
networking technologies to be developed [1]. The Internet ) 5 e
of Deep Space Things (IoDST) system is envisioned to pro- ery of real-time video data. However, the currently existing
vide reliable communication and networking services to future ~ Window-based and acknowledgment-triggered TCP protocols
deep space missions. An IoDST system comprises of three have been designed to operate efficiently over the traditional

networks: a planetary surface network, a planetary spacecraft ~ error-free wired links [5-10] and wireless links with very
low propagation delays [11,12] and suffer from high propa-
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links with large bandwidth delay product [14—17]. However,
these approaches have been shown to perform well in satel-
lite network scenarios in which the RTTs are much smaller
and the error rates are much lower than the interplanetary
backhaul links in the IoDST. Some studies have also been
proposed to address the challenges caused by the unique
characteristics of the interplanetary backhaul link networks
[4,18-20]. For instance, [4] proposed a rate-based additive-
increase multiplicative-decrease TCP mechanism to achieve
reliable data transmission on deep space links. [18,19] pro-
posed an adaptive rate control algorithm to improve the uti-
lization of planetary links as a rate-based version of classic
TCP. [20] proposed a deep-space transport protocol (DS-TP)
to deal with the packet losses and link outages.

However, these approaches present the following limita-
tions: (1) The rule-based approaches use a fixed set of rules to
handle every situation. (2) These approaches do not leverage
past experience (e.g., run time statistics data) to control the
transmission rate. (3) When long RTTs are experienced, the
older information about the links conditions is received at the
source and the CC decision based on such past information
may not be an optimal decision. (4) Single-path TCP results
in reduced link utilization on long RTTs. However, future
deep space missions require video data streaming that has high
requirements on both bandwidth and transmission latency.

To address the aforementioned problems of the existing
TCP approaches, we propose a learning-based solution using
Q-learning and Deep Q-network (DQN) for Multi-Path TCP
(MPTCP) Congestion Control (CC) due to its capability to
learn to take the best actions according to run time states. In
addition, CC in MPTCP allows to split a single TCP flow into
multiple sub-flows across multiple paths to improve end-to-end
link bandwidth utilization. Since the characteristics of paths
(e.g., bandwidth and delay) may differ, this can lead to Out-
of-Order (OFO) delivery at the destination. As a result, packets
with higher sequence numbers have to be stored in the desti-
nation buffer till the reception of packets with lower sequence
numbers, which causes Head-of-Line (HoL) blocking [21,22].
To overcome this challenge, we utilize Scalable Video Coding
(SVC) streaming in which each chunk is encoded into one base
layer (BL) and multiple Enhancement Layers (ELs), where
BL is transferred with high priority than ELs and each layer
of every chunk is fetched from only one sub flow. The main
contributions of this paper are summarized as follows:

e We utilize SVC-based data streaming to prevent HoL
blocking in MPTCP CC and to improve end-to-end link
bandwidth utilization for reliable video streaming over
interplanetary backhaul links in an IoDST communica-
tion.

We choose DQN as the basis for our MPTCP CC design
because the DQN agent learns to generate an optimal CC
action to maximize the received reward in a particular
state, and adjust the policy adaptively to maximize net-
work performance for different conditions in challenging
IoDST communication.
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e We analyze the performance of the proposed TCP CC
design in comparison to TCP Cubic [23], TCP BBR [24],
TCP Westwood [10], DRL-TCP [25]. The simulation
results reveal that our proposed MPTCP CC scheme
outperforms comparative schemes in terms of streaming
data playback.

The remainder of this paper is organized as follows. In
Section 3, we present the system model of this study. Then,
the design of our proposed DQN-based MPTCP CC scheme
is presented in Section 4. In Section 5, we analyze the perfor-
mance of our proposed DQN-based MPTCP CC scheme and
give the concluding remarks on this work in Section 6.

2. Related work

Multi-Path TCP (MPTCP) standardized by IETF in 2013
that enables simultaneous data transmission using multiple
interfaces with different IP addresses has been proposed to
compensate for link instability, intermittent connectivity, and
high error rates. MPTCP is suitable for supplementing unstable
connection in the deep space environment, and various studies
exist accordingly. MPTCP uses an algorithm called [26] as a
default congestion control algorithm, and it is an algorithm
that dynamically controls the aggression of each flow by com-
bining sub-flows within the increase function. Based on this,
various algorithms were developed, and [27] could improve
performance by balancing sub-flow, and [28] suggested an
algorithm that could provide two problems at the same time by
setting the problems of the existing LIA algorithm as optical
resource pooling and response. In addition, [29] developed a
delay-based algorithm that formalizes the congestion control
problem of MPTCP and achieves subdivided load balancing
using packet queue delay as a congestion signal. [30] proposes
an approach that can evaluate the performance of MPTCP
flows through joint WiFi and cellular network connections in
consideration of various characteristics of cellular and Wi-Fi
networks. [31] developed a new congestion control algorithm
that shows fast responsiveness when millimeter wave link
states are changed from visible to invisible to achieve high
throughput and low end-to-end delays in 5G mobile net-
works. [32] considered the data center network situation and
proposes an improved MPTCP protocol that adjusts the time
granularity of congestion detection and control in a number of
sub-flows. So far, studies aimed at improving overall through-
put or reducing delays have been discussed, and studies related
to energy efficiency also exist. [33,34] are papers that value
energy efficiency, and [33] has a peculiarity in solving this
problem using genetic algorithms.

As such, many fixed control policies with relatively low
computational overhead have been developed mainly because
even small overheads can be a factor in sensitive performance
degradation. However, there are also future-oriented studies
that try to solve the problem of congestion control using
reinforcement learning or machine learning.

[25] proposed a congestion control framework based on
in-depth reinforcement learning, which uses LSTM and re-
inforcement learning to set appropriate congestion control



T. Ha, A. Masood, W. Na et al.

windows, and [35] proposes distributed learning methods to
adapt to highly volatile environments and realize efficient
congestion control. In addition, [36] presents a practical ap-
proach to how much deep learning models can improve 5G
network services. [37] proposed instrumentation tile coding
algorithms and Q-learning function estimation methods using
asynchronous reinforcement learning frameworks, as exist-
ing multipath congestion control mechanisms have several
performance problems due to QoS characteristics of various
links.

Even if such a dynamic congestion control method is used,
there is a HoL blocking problem that is not solved. To solve
this problem, the concept of a scheduler was introduced. [38]
conducts research on modeling schedules for multi-path trans-
mission and identifying sub-flows. In [39], asymmetric prob-
lem mitigation techniques using packet retransmission sys-
tems, load distribution, and bandwidth estimation-based mech-
anisms were introduced. [40] aims to reduce buffer blocking
time by developing an analysis model for buffer blocking time
to improve QoS in a wireless environment. [41] explains the
trade-off relationship that the higher the throughput, the lower
the QoS, and proposes a new scheduling policy that miti-
gates jitter by sending packets from different sub-flows. [42]
proposes a new path failure detection method called feedback-
based path failure detection to reduce transmission interruption
time by determining a fast path failure, preventing duplicate
transmission interruption events and unnecessary retransmis-
sions. [43] conducts and discusses a comprehensive exper-
imental analysis that reveals performance problems caused
by packet scheduling. [44] proposes a new data scheduling
algorithm using the Deep Q Network and improves MPTCP
data scheduling performance in asymmetric paths.

The widespread application of multiple hosts in the net-
work results in performance bottlenecks in FatTree topologies,
collapsing the Incast communication pattern and severely af-
fecting network energy, [45] proposes a multi-level cooperative
MPTCP Incast performance evaluation model for queues based
on the Markov characteristics of the queuing network and
MPTCP scheduling process. [46] proposes a unique MPTCP
scheduling scheme called Efficient Bandwidth Aggregation
(EBA). EBA adaptively enables packet replication through
parallel paths, effectively preventing HoL blocking. However,
this shows a decrease in overall performance by losing some
bandwidth. In [47], the model proposed in accurately computes
and allocates the forward delay of each MPTCP path and
allocates data to the multiple paths according to the forward
delay difference calculated using a new multi-learning support
forward delay estimator. />-MPTCP dynamically manages path
usage and selects optimal path collection for bandwidth aggre-
gation and multipath transmission using promising reinforce-
ment learning power. In [48], to solve the problem of next-
generation mobile networks, the proposed smart MPTCP path
controller that processes MPTCP subflows while having vari-
ous network communication interfaces. The proposed method
controls MPTCP subflows using information exchanged at
connection initiation to properly map clients to appropriate
network server interfaces, and extends them by analyzing
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them over 5G networks and video traffic. [49] proposes a
Q-Learning-based energy-aware data scheduling mechanism
for MPTCP-based media services. It models multipath schedul-
ing as a Q-learning process and discretizes high-dimensional
continuous Q-tables using a novel quantum clustering ap-
proach. In [50], they introduce an MPTCP scheduler that can
fully utilize the channel resources available on multiple inter-
faces of MPTCP, and [51] proposes an MPTCP model based
on reinforcement learning using streaming power spectral
density analysis.

Since the aforementioned constraints on HoL Blocking
of MPTCP are similar to those of SVC, good synergy is
expressed when the two are combined. SVC is an exten-
sion of the H.264/AVC standard that provides users with
a variety of video quality. SVCs encode video by dividing
it into base layers and reinforcement layers, and adapt to
dynamic network conditions by flexibly adjusting the number
of layers. [52,53] Such SVC technology has various studies
considering the characteristics of video streaming transmis-
sion over a wireless network. [54] proposes a protocol for
transmitting through multiple paths with the aim of increas-
ing the transmission efficiency of hierarchical data, and [55]
proposes a framework for optimizing the coding and speed
of video files using cache. [56] proposes a Quality of Ex-
perience recognition priority algorithm for SVC-based video
streaming, and [57] proposes a video encoding and caching
technique that minimizes average delays. In [58], they aim to
maximize the quality of experience by selecting the optimal
number of video layers through optimal connectivity, and
similarly [59] proposes a collaborative spectral technique to
maximize the quality of experience and minimize the total
power consumption.

3. System model
3.1. Network model

In this study, we consider an interplanetary backhaul net-
work in the IoDST communication system in which the source
and destination end-points are basically the mission spacecraft
on Mars and the ground station on the Earth, respectively, and
planetary gateway spacecraft and relay spacecrafts orbitting
around the outer space planets are the networking entities
providing seamless communication services across the Mars-
to-the Earth communication network, as shown in Fig. 1. The
interplanetary bottleneck link has a capacity of 1 Mb/s and bit
error rates on the order of 10~! with a propagation delay of
8.5 to 40 min. The channel is characterized by a low signal-
to-noise ratio and is modeled as Additive White Gaussian
Noise (AWGN). The IoDST communications require reliable
transmission of streaming data that has high requirements
on bandwidth and network throughput maximization. In this
study, we consider CC in MPTCP that establishes several
subflows over multiple paths to improve end-to-end link band-
width utilization for a single application, i.e., video streaming
in IoDST communication. Since the characteristics of multiple
paths in MPTCP may differ, we utilize SVC to prevent HoL
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Fig. 1. Network model of an IoDST communication for SVC-based CC scheme for MPTCP.

blocking in video data transmission. SVC partitions video data
into several chunks and encodes a chunk as one BL and several
ELs, where the BL is transmitted with higher priority than
ELs. Thus, a CC is performed on the sending host in MPTCP
so that each layer of every chunk is transmitted from only one
sub flow.

3.2. Scalable video coding (SVC) model

Each chunk is encoded into ordered layers (0 to M): one
BL (layer 0) and multiple ELs (layer M > 0) that further
improve the chunk quality based on layer M — 1. For decoding
a chunk up to enhancement layer M, a destination end-point
must receive all layers from 0 to M. In this study, we assume
all the layers (0 to M) have been inserted in an ascending order
in the buffer [60]. Therefore, the weight increases with the
decrease in the layer. We define the layer weight function as
follows:

W(Ch}) = (M — L(Ch})) x W (1)

where Chi is the ith chunk in the buffer at 7-time slot. L(-)
is a function that outputs the layer number of the chunk. W
is the weight of the chunk and the default value is set as 100,
and M is the number of layers, which is set as 3.

3.3. Overview of MPTCP CC

MPTCP extended the CC mechanism of TCP to multiple
congestion windows Cw on the sub flows in a way coupled
to the total window size. An MPTCP connection comprises N
sub flows, where N > 1, and the congestion window Cw of
an ith sub flow is updated based on the parameters of « and
B. The update of the congestion window c¢ of an ith sub flow
of the ¢ timeslot is defined as follows:

Cwi=axCw_, +p @)

where Cw!_| is the size of the congestion window of the ith
sub flow in the  — 1-time slot, and « and B are the parameters
for window adjustment. To reduce the number of possible
actions, we restrict « and 8 on some discrete values and the
congestion window c is updated for N sub flows of an MPTCP
connection every f-time slot.
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3.4. SVC-based MPTCP CC as a learning task

In this section, we explore a brief introduction to DQN. We
present the design of an SVC-based CC scheme for MPTCP
as a Reinforcement Learning (RL) task with state and action
spaces and with an immediate reward function using (1) and
(2) to generate optimal CC for uncertain network conditions
in an IoDST communication. DQN is a method that uses deep
learning as a function approximator for Q-learning. With a
function approximation using a neural network, the problem
of reinforcement learning of the existing deep learning method
was solved using Experience Replay Buffer and Fixed Q
Targets.

It is an algorithm that learns in a model-free environment,
which refers to learning a policy that allows the agent to take
a specific action in a specific state. Maximize the expected
value of the overall compensation for successive steps starting
from the current state. This concept is also applicable in
environments where transitions from one state to another occur
stochastically or rewards are given stochastically. In this paper,
DOQN is used to consider the dynamic deep space environment
and various states for various paths.

3.4.1. State space

The RL agent observes the state of an MPTCP connection
with N sub flows at each time slot 7, and obtains a CC decision
for SVC chunks transmission on each sub flow i. In an [oDST
system, the network state of an MPTCP sub flow i at a #-time
slot is defined as follows:

si = [Cw!, Lr!, Bw!, Rtt/], 3)

where the state parameters Cw!, Lr!, Bw!, Rtt! denote the
congestion window, loss rate, available bandwidth, and delay,
in ¢-time slot, respectively, to reflect the delay and bandwidth
conditions of a sub route. The Lr,i, is defined as the ratio of
the lost segments to the number of transmitted segments and

the Bw!, is defined as Bw! = % x 100 where M SS is
maximum segment size and Bw', ;.. is available bandwidth
of ith subflow. Specifically, for an MPTCP connection with N
sub flows, the state in ¢-time slot can be defined as:

1.

N
8,

“
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Fig. 2. RL for SVC-based CC scheme in MPTCP.

3.4.2. Action space

At each decision z-time slot, the agent observes the state s/
and performs an action a! for MPTCP CC to determine the
number of packets (chunks) transmitted at each sub flow i.
To determine an action, aj, for an ith sub flow, the values of
« and B have been used in the Cw! update. For an MPTCP
connection with N sub flows, the action in #-time slot can be
defined as:

A =1da}, ...

5

~

3.4.3. Reward function

Our objective is to design an optimal CC scheme that im-
proves the link bandwidth utilization and throughput. Consid-
ering the network state S; and action space A,, the immediate
reward function at 7-time slot is formulated as follows:

N C N

re=10g() Y W(Chj) x LR})+1log(>_Thi),

i=1

©

~

i=1 j=1

where W(Ch',i ) represents the layer weight function, Lr/ is
the loss rate of the ith sub flow and Thi is the achieved
throughput.

4. DQN for SVC-based CC in MPTCP

Fig. 2 shows the operation of proposed scheme. The RL
agent on the sender obtains information such as throughput,
loss rate, current congestion window size, RTT, available band-
width, and transmitted chunks in the environment. The agent
selects an action that can maximize the return of the episode
using state, which is the necessary information. According
to this action, the size of the congestion control window is
changed, and the result is substituted into the reward func-
tion to obtain a reward value for the corresponding action.
The system proposed in this paper uses an experience replay
buffer, which stores the values for state, action, and Q-value
given at every step in the learning process of DQN and uses
the stored experience to learn the network. With experience
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replay, the experience of learning remains in the replay buffer,
which is used to update the network’s weight. In this process,
experience data that has undergone random-sampling as large
as mini-batch size is extracted and weight is updated, which
is less relevant than current data, so independence can be
secured. In addition, in the weight update process, the target
value is changed using the Q-learning method, and weight
update is possible with new independent data for this changed
value.

In Q-learning, the RL agent aims to find a policy m(s;) to
map each state to a deterministic action, thereby maximizing
its discounted cumulative reward

T
Ro=Y"y'r(si. a), )
=1
where y € [0, 1] discounts future rewards. However, the
Q-learning algorithm has a limitation in terms of handling
high dimensional state space, which is called the curse of
dimensionality. A deep version of Q-learning called DQN uses
a Deep Neural Network (DNN) as a function approximator,
which accepts state—action pair (s¢, a¢), as the input and outputs
the corresponding Q-value, given by

OC(ss, ar) = E[R;|s;, a;], ()

where E[-] is an expectation, and the action is derived by
applying the following commonly used greedy policy:

7 (s;) = argmax Q(s;, a;).
at

©))

Based on Q-learning, the target value, y,, for each state—action
pair, (s, a¢), can be derived using the Bellman equation as
follows:

Yo =r(se,a) + ¥ Q(sit1, w(si41)109),

where 0€ is the parameter of the DQN used to compute the
target. Based on the target value, the DQN can be trained by
minimizing the loss, L(09), where

L©6%) =E[y, — (s, 2,169)]".

(10)

(11
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Algorithm 1 DQN for SVC-based CC algorithm in IoDST
communication
1: Parameters: 6¢

2: Randomly initialize Q value function Q(-) and policy m(-) with
parameters 6<

3: Initialize replay buffer B with finite size of B

4: for episode n = 1, ..., N do

5:  Receive initial state s;

6: Congestion window size

7 Loss rate for each subflow

8: Percentage of bandwidth utilization

9: Round Trip Time for each subflow

10: fort=1.2,..., T do

11: Derive action a; < wg(a;|s)

12: Execute action a; (change congestion window size)

13: Calculate reward r; and next state sy

14: Store experience in B < B (s¢, ar, 1, Si+1)

15: Sample random mini-batch of B’ transitions

16: for each training step do

17: Perform a gradient descent according to Eq. (10)

18: end for

19: update network parameter 6™

20:  end for

21: end for

22: end

Thus, in this study, we propose a DQN-based MPTCP CC
for SVC-based streaming to realize video data streaming in
the IoDST communication. The specific proposed scheme is
shown in the algorithm 1. First of all, the algorithm randomly
initializes the value of the Q and the replay buffer (lines 1-3).
The system collects the size of the congestion window, the
loss rate of each subflow, the utilization of bandwidth, and the
RTT of each subflow that is received from the environment
(lines 5-9). Then, by selecting the action returned maximum
reward, the system executes an action to change the size of the
congestion window (lines 11-13). After executing an action,
the system stores the state, action, reward, and next status in
the replay buffer and performs random sampling (lines 14-15).
Finally, gradient decent is performed for each learning step to
update the network parameters (lines 16—19). According to the
algorithm, the time complexity of our scheme is O(N * T?).

5. Performance evaluation

5.1. Simulation setting

To evaluate the performance of the proposed DQN-based
MPTCP CC scheme, we assume two asymmetric links with
different RTTs and loss rates. The detailed link settings is
as shown in Table 1. Based on the link settings, link 1 is
assumed to outperform link 2. For training the DQN, we used
the experience reply memory and the reply buffer size and
batch size is set to 512 and 1079, respectively. We used the
ReLU activation function, and identity activation function for
hidden layer as the activation function of all the hidden layers.
In addition, the Reward discount factor y is set to 0.95, and
there are two hidden layers. The number of neurons for each
hidden layer is 256. Also, we used Adam optimizer as the op-
timizer. We used channel model which is provided by National
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Table 1
Simulation setting for link 1 and link 2.
link 1 link 2
RTT 8.5 min—20 min 10 min—40 min
Loss rate 1072 - 10~ 1073 - 1073

Channel rate 115,200 bit/s 240,000 bit/s

5000 :

Proposed Algorithm

I

=3

(=)

S
T

3000 -

2000 -

Average Episode Return

=

o

(=

(=]
T

1.5

0.5 1
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x104

Fig. 3. Average Reward of Proposed Algorithm.

Aeronautics and Space Administration (NASA) to reflect more
realistic and practical channels in the universe [61-63]. To
evaluate the performance, three simulation experiments were
conducted: the percentage of layers, TCP throughput, and HoLL
blocking percent and total completion time for transfer in the
total streaming data.

5.2. Simulation

In the simulations, we conduct an experiment to determine
the successful transmission of chunk (BL only, up to EL,
nothing) that has been transmitted from the streaming data.

Fig. 3 shows the convergence performance of the proposed
scheme. As shown in the figure, it can be seen that each
episode converges to a return value of between 1000 and 2000.
This graph shows that this system has established a policy
that guarantees convergence and performs optimal behavior in
IoDST.

Fig. 4 shows the percentage of the layer that is successfully
received and played when the streaming data is sent over the
interplanetary backhaul link in IoDST communication. The
proposed algorithm exhibited the best performance. However,
in the comparison schemes, BL is often transmitted through
slow paths and is not played normally. TCP Westwood ex-
hibits a slightly higher EL playback percentage as opposed
to TCP Cubic. The proposed algorithm reduces this to 2% in
an environment where the probability of streaming data not
being played was up to 68%. TCP BBR and DRL-TCP [25]
transmit as much as the maximum congestion window size
each subflow can spend without considering the characteristics
(latency, loss rate) of each subflow, so of course throughput
can prevail, but it causes HoL Blocking and does not meet
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the conditions of SVC, which increases the probability of not
playing. For QLE-DS, the model shows average performance,
which is about 66% lower than the proposed algorithm. This
is due to the lack of constraints or considerations for high
error rates, high RTT, and severe asymmetry in the IoDST
environment.

Performance evaluation according to the asymmetry of
RTTs of each link is also conducted. The asymmetry of the
links is defined based on the relative error given by,

RTT, — RTT:
RTT,

where RTT) is the RTT of link 1, and RT T, is the RTT of
link 2.

As shown in Fig. 5(a), it is evident that HoL Blocking in-
creases with an increase in the asymmetry defined above. The
proposed algorithm shows good performance at approximately
12% when the maximum asymmetry is 60%. In contrast, the
other algorithms start at 50%, and if the HoL blocking is
not considered in the design of MPTCP CC, it may result
in significant OFO packet delivery. In addition, comparisons
were made with the DRL-TCP system, which is the same
reinforcement learning-based system, resulting in generally
higher HoL. Blocking than the variant TCP of other fixed
control policies. This results in very low performance for
streaming playback purposes in this paper because DRL-TCP
maximizes throughput in communication over the probabil-
ity of HoL Blocking, even though high throughput can be
achieved. Similar to DRL-TCP, QLE-DS also adopts and uses
reinforcement learning, and as a result, it shows that it is
not possible to flexibly respond to HoL Blocking. This is
presumed to be due to the development of the model focusing
on DASH techniques, although the goal of video transmission
is the same as in this paper.

Fig. 5(b) shows the TCP throughput performance. TCP
BBR, which is currently widely used, has the highest per-
formance in terms of throughput. This is followed by the
throughput performance improvements achieved by the pro-
posed algorithm because it does not currently send the maxi-
mum amount that can be sent in order, rather it sends only the
appropriate amount. However, it appears to exhibit much better

A= x 100, (12)
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performance than algorithms that use static control policies
such as TCP Cubic and TCP Westwood. This is because the
transmission amount was adaptively determined to fulfill the
purpose of this study by observing the link statistics and state
space in RL. Moreover, for DRL-TCP, we use reinforcement
learning-based algorithms similar to the algorithm proposed
in this system, but achieve maximum throughput in certain
situations. Similarly, it can be seen that QLE-DS also performs
slightly higher than the proposed algorithm in environments
based on low error rates similar to global communication
situations, but degrades with communication situations similar
to the IoDST environment. Like TCP BBR, this performance
can be achieved because it aims only at the maximum through-
put in a specific communication. The proposed DQN-based
MPTCP CC scheme performed slightly lower than the current
most widely used TCP BBR. However, in terms of playback
data streaming which is the main focus in this study, the pro-
posed CC scheme performed up to 60% better than all variants
of TCP. The probability of video playback and throughput is
trade-off from the perspective of the problem defined in this
paper. Comparing Fig. 4 and Fig. 5(a), it can be seen that this
paper proposes a suitable compromise of two conditions over
all other schemes.

Fig. 5(c) measured the time it took to transmit one full
streaming file. Obviously, for TCP Westwood and TCP Cubic,
the proposed scheme achieves up to 259% higher performance.
This is from delay due to buffer loss or insufficient SVC
conditions because the two comparison models did not achieve
adequate throughput in the IoDST environment or transfer
to suitable subflows to prevent HoL blocking. In terms of
throughput, TCP BBR, DRL-TCP and QLE-DS which have
higher performance in certain situation than the proposed
scheme, are also lower than TCP Cubic and TCP Westwood.
However, it causes higher delay than the proposed algorithm.
Because these three models achieve higher throughput than
other comparative models, they rather cause more HoL Block-
ing, resulting in packet loss and the dimensions of the state
set of reinforcement learning are relatively larger than the
proposed model, the complexity increases and the correspond-
ing factors appear to be included in the delay. The proposed
scheme shows up to 20%, 21% and 19% better performance
than TCP BBR, DRL-TCP and QLE-DS, respectively.

6. Conclusion

In this paper we realize a MPTCP CC scheme for reliable
video data streaming in IoDST communication. We propose a
learning based solution based on DRL to determine an opti-
mal transmission rate against the challenging link conditions
in IoDST by considering SVC, where each layer of every
chunk can be fetched from only one sub flow of MPTCP.
The performance of the proposed MPTCP CC scheme was
compared with existing fixed control policy schemes where the
proposed scheme exhibited excellent performance in terms of
streaming data playback. However, TCP BBR showed slightly
better throughput performance when compared to the pro-
posed MPTCP CC scheme. In addition, the corresponding
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communication environment was realized through computer
simulations, instead of real experiments or emulated tests.
Thus, this may be another relevant research topic of our future
studies.
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