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SPARM: Spatially Pipelined ACK Aggregation for Reliable Multicast in
Directional MAC

Laihyuk Park, Changun Lee, and Sungrae Cho

Abstract—The use of a directional antenna is a promising
technique for the provision of high speed wireless local area
networks such as IEEE 802.11ad. In this paper, we propose an
ACK-based reliable multicast protocol for directional antennas
referred to as spatially pipelined ACK aggregation for reliable
multicast (SPARM). To resolve the problems of ACK implosion
and ACK collection latency, the SPARM exploits (1) spatial
reuse and (2) pipelining of ACK aggregation. In the SPARM,
receivers sequentially aggregate their ACKs while the sender
multicasts a data frame to the next beam, both removing the
ACK implosion problem and reducing ACK collection latency.
In this paper, we prove that the aggregation process does
not interfere with the sender multicasting to the next beam.
Performance evaluation shows that the proposed SPARM has
full reliability and outperforms the existing schemes with respect
to the throughput by about 200%.

Index Terms—Directional MAC and reliable multicast

I. INTRODUCTION

THERE has been considerable attention paid recently to
very high speed wireless local area networks such as

IEEE 802.11ad, through which we can envision more than
1Gbps data service. IEEE 802.11ad enables operation in the
60 GHz frequency band capable of very high throughput
using directional antennas. One of the potential services using
IEEE 802.11ad WLANs is reliable multicasting. Multicasting
service is particularly important in many applications, such
as updating software, sending an alarm signal, etc. Espe-
cially, future smart devices will proliferate proximity-based
social network applications exploiting multicasting services.
Although a reliable multicast protocol for directional antennas
does not exist in the literature, a significant number of studies
have been performed for reliable multicasting in wireless
networks [3] [4] [8] based on ACK, NAK, or both.

The slot reservation-based reliable broadcast protocol
(SRB) [8] was proposed to add a reliability component to
the existing multicast protocol in the IEEE 802.11 MAC.
This scheme is based on positive acknowledgments (ACK).
In SRB, a sender multicasts a frame to all receivers, and
ACKs from all receivers are scheduled in order to avoid the
ACK implosion problem. The sender maintains a bitmap table
that keeps track of unacknowledged receivers by indicating
‘1.’ To guarantee full reliability, the sender retransmits the
original multicast frame with the bitmap so that only the
unacknowledged receivers can correct the errors. In SRB,
since all receivers need to transmit ACKs, the delay will be
significant and thus the throughput might be degraded. This
problem is exacerbated as the number of receivers increases.

On the contrary, NAKs are well established as an effective
loss advertisement mechanism in multi-hop wireless networks.
Cooperative loss recovery for reliable multicast in ad hoc
networks (CoreRM) [3] is a NAK-based scheme where the
NAK frames are scheduled by random timers to avoid NAK
implosion. Since one NAK is sufficient for the sender to be
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aware that an error has occurred, retransmission of the original
frame informs the receivers with later NAK timers, and thus
they can suppress their timer. However, NAKs cannot handle
the unique cases of all frames being lost at a particular receiver.
Since the receiver is not aware that a data frame is expected,
it cannot possibly advertise a NAK to request retransmission.
For short message types, such as queries consisting of a few
frames, the probability that a receiver does not receive any
frame in a message is not negligible.

To tackle the above problems, the reliable and efficient
multicast protocol (REMP) [4] was proposed. In this scheme,
a multicast group leader is elected for transmission of an ACK
to the sender if it successfully receives a multicast frame. This
ACK transmission is performed only by the leader. In contrast,
both the leader and other receivers transmit NAKs if erroneous
frames are received. Since their scheme exploits both ACK and
NAK, we refer to this scheme as a hybrid scheme. However,
this scheme does not correct the problem where the leader
and most of receivers successfully receive an announcement
frame (MTA in [4]) while some other receivers miss the frame
or non-leader’s NAKs are lost due to wireless channel error
while leader’s ACK is successfully received.

In this paper, we propose an ACK-based1 reliable multi-
cast protocol for directional antennas referred to as spatially
pipelined ACK aggregation reliable multicast (SPARM). As
mentioned earlier, ACK-based schemes suffer from the ACK
implosion problem and ACK collection latency. However, our
protocol resolves the ACK implosion problem and reduces the
latency of ACK aggregation, and thus increases the throughput
by exploiting spatial reuse of the directional antennas and
pipelining of ACK aggregation. In the wireless sensor network
domain, there have been extensive research efforts devoted to
data aggregation [6]. However, our scheme is different from
the data aggregation technique in that the receivers relay ACKs
as long as the receivers do not interfere with the sender. The
rest of this paper is organized as follows. The SPARM is
described in section II in detail followed by the performance
of our scheme in section III. Finally, conclusions are drawn
in section IV.

II. SPARM SCHEME

We assume a switched beam antenna system where K
beam patterns are ideally non-overlapping. For directional
communication, the other beams are blocked when one beam
is transmitting or receiving. Therefore, we do not consider
simultaneous multicasting from all K beams. Instead, we
assume sequential multicasting from beam 0 to K − 1. As in
Fig. 1, we assume a sender s stores angle θji of receiver rji (the
jth receiver at the ith beam of the sender). This information
is obtained by direction of arrival (DoA) estimation from
a hello frame of rji . Moreover, the sender estimates the
relative distance lji to rji by measuring the received power
of the hello frame with transmit power information. We
further denote the sender’s multicast group as Ri for beam i
(Ri = {r0i , · · · , r

ni−1
i }), where ni is the number of receivers

in Ri. Besides the above assumptions, multicast receivers use a
much narrower beam as in Fig. 1 (e.g., narrow pencil beam [2])
than the multicast sender. To provide the narrower beam, an
accurate DoA estimation mechanism is required [5].

1As mentioned, NAK or hybrid approaches do not guarantee full reliability.
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Fig. 1. An exemplary network topology (K = 4).
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Fig. 2. The SPARM scheduling for the scenario in Fig. 1 (T0 and T1 are
multicasting periods for beam 0 and 1, respectively; and Tr is the reporting
duration of the aggregated ACKs).

A. SPARM Scheduling
In the SPARM scheme, s multicasts data frame(s) in circular

fashion from R0 to RK−1. After multicasting data frame(s),
s needs to receive ACKs, since SPARM is an ACK-based
scheme. Our question is when would be the optimum time
to transmit ACKs? The ACK transmission can be done after
data multicasting is completed up to RK−1. However, it will
be more efficient for the receivers to transmit ACKs while the
sender is multicasting as long as the receivers do not interfere
with the multicast sender, resulting in reduced multicasting
time. Therefore, in the SPARM scheme, Ri aggregates2 ACKs
while s multicasts a data frame at beam (i+1)%K for i={0,1,
· · · ,K − 1} in order to reduce ACK collection latency. As in
Fig. 2, s multicasts a data frame to R0 during T0. Then, s
switches its beam to 1 and multicasts a data frame to R1 for
T1 during which R0 aggregates ACKs (a detailed description
of Fig. 2 is presented later in this section).

Since there can be multiple outstanding multicast frames
that are not acknowledged yet, the sender needs to keep track
of them. Each receiver maintains a bitmap for multicast frames
where the bitmap is used to indicate whether or not the ith

2Sending ACKs directly to the multicast sender may cause interference
with the sender multicasting a data frame to another beam. Therefore, instead,
receivers cooperatively merge their ACKs as long as they do not interfere with
the sender. Once merged, the ACKs are transmitted directly to the sender when
the sender finishes its multicasting to another beam (e.g., in Tr as in Fig. 2).
Here, we define this merging process as aggregation.
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Fig. 3. ACK aggregation using bitmap (we assume the first sequence number
of the bitmap is 0; and ACK aggregation is scheduled from r00 to r10 and then
from r10 to r20).

frame is successfully received (“1” indicates “success”). By
ANDing these bitmaps,3 the last receiver will be aware of
which frames are successfully received at all receivers. Fig. 3
shows the ACK aggregation process using a bitmap for the
scenario in Fig. 1. A bitmap frame consists of a bitmap header
H and a bitmap. H contains the first sequence number (SN)
of the bitmap and the number of outstanding frames. Also,
the ith bit of the bitmap indicates whether or not the ith
frame is successfully received. As in Fig. 3, r10 will recognize
the first frame is missing by ANDing its own bitmap and
the bitmap transmitted from r00 . Likewise, r20 will recognize
that the first, third and fourth frames are missing by ANDing
its own bitmap and the bitmap transmitted from r10 . Most
ACK-based reliable multicast protocols, including SRB [8],
maintain a bitmap table where each bit indicates whether or not
the corresponding receiver successfully received a multicast
frame. However, SPARM does not maintain a bitmap for
receivers, and therefore our bitmap scheme is scalable and
independent of the number of receivers.

The order of ACK aggregation requires additional consid-
erations. Suppose r10 and r00 are the initial and the second
receivers to aggregate their ACKs, respectively, in Fig. 1.
Then, r10 will transmit its ACK to r00 . As can be observed
from Fig. 1, r10 will interfere with r21 while s is multicasting
at R1. Thus, the order of ACK aggregation should be carefully
designed. If we schedule the ACK aggregation such that r00
to r10 , r10 to r20 , and r20 to s, there will be no interference at
R1. Of course, the ACK aggregation from r20 to s has to be
delayed until the multicasting to R1 finishes.

Fig. 2 shows the SPARM scheduling for the scenario in
Fig. 1. During the time when s multicasts a frame to R1, r00 ,
r10 , and r20 in R0 aggregate their ACKs. The last receiver of
aggregation (r20) waits until s finishes transmission to R1. Af-
ter multicasting from s to R1, r20 reports the aggregated ACKs
to s. As can be seen from this example, the sender receives
only one ACK report, and thus our scheme is independent of
the number of receivers. This feature of the SPARM resolves
the ACK implosion problem.

In the SPARM, this aggregation scheduling is determined
by the header of the sender’s data frame. To make a decision
on the order of ACK aggregation, s needs to consider the
following two policies.

Policy 1: The aggregation schedule should be sorted in
descending order of angles, i.e., if θai > θbi , rbi aggregates
rai ’s ACK. For example, ACK aggregation from r00 to r10 does
not interfere with R1 as shown in Fig. 1. Otherwise, ACK
aggregation from r10 to r00 interferes with r21 in R1.

3Implementation of ACK aggregation is practically performed by a bit-wise
AND operation of bitmaps in the SPARM scheme.
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Policy 2: If θai = θbi , the aggregation schedule should be
sorted in ascending order of distance lji from the sender. In
Fig. 1, r01 to r11 have the same angles and l01 < l11. In this case,
ACK aggregation from r01 to r11 does not interfere with s and
R2 while aggregation from r11 to r01 does.

We will prove Policy 1 and Policy 2 do not interfere with
the sender’s transmission in Lemma 1 and 2, respectively.

Lemma 1: If θai > θbi , the aggregation from rai to rbi does
not interfere with multicasting from s to Ri+1.

Proof: We assume s is located at the origin in the
Cartesian coordinate system. We further assume θB is the
beam width where θB = 2π/K. Without loss of generality,
suppose that the region of Ri is located between the x-axis
and a linear function of y = (sin θB/ cos θB)x, where x > 0
and y > 0. For the special case of K = 4, the region of
Ri is located in the first quadrant. The linear function (either
y = (sin θB/ cos θB)x or y-axis) is a border line between Ri

and Ri+1. We denote
−−→
rai r

b
i as the aggregation from rai to rbi ,

and geometrically
−−→
rai r

b
i is realized as a vector representation.

Then, we need to show that
−−→
rai r

b
i does not pass the region of

Ri+1 in order to prove Lemma 1.
Considering the polar coordinate system, let rai be located

at two polar coordinates (lai , θ
a
i ). Since rai can be converted

to two Cartesian coordinates (lai cos θai , l
a
i sin θai ), we need to

consider the direction from rai to rbi for the following two
cases:

• Case 1: lai cos θai < lbi cos θbi and
• Case 2: lai cos θai ≥ lbi cos θbi .

In Case 1, rbi is on the right of rai . If
−−→
rai r

b
i is directed

downward,
−−→
rai r

b
i does not pass the border line between Ri

and Ri+1. Therefore, the aggregation from rai to rbi does not
interfere with multicasting from s to Ri+1.

Now, if
−−→
rai r

b
i is directed upward, the slope of

−−→
rai r

b
i should

be less than θB to avoid passing the border line. We transform
the
−−→
rai r

b
i to a linear function. Then, the y-intercept (ζ) of the

linear function is given by

ζ = lai sin θai −
lai cos θai (lbi sin θbi − lai sin θi

a)

lbi cos θbi − lai cos θai
. (1)

If ζ ≤ 0, the slope of
−−→
rai r

b
i can be larger than θB . Therefore,

the sufficient condition that
−−→
rai r

b
i does not pass Ri+1 is ζ >

0. In order to be ζ > 0, the following condition should be
satisfied:

sin θai
sin θbi

· cos θbi
cos θai

> 1. (2)

Of course, (2) is satisfied since sin θai > sin θbi and cos θbi >
cos θai when (π/2) > θai > θbi > 0.

In Case 2, the x coordinate of rai is greater than or equal
to that of rbi . In this case,

−−→
rai r

b
i is never directed upward since

(π/2) > θai > θbi > 0. To avoid passing Ri+1 in Case 2,
ζ should be negative; otherwise

−−→
rai r

b
i can pass Ri+1. To be

ζ < 0, (2) should be satisfied4. As described in Case 1, (2)
is true. Therefore, the aggregation from rai to rbi does not
interfere with multicasting from s to Ri+1.

Lemma 2: If θai = θbi and lai < lbi , aggregation from rai to
rbi does not interfere with multicasting from s to Ri+1.

4It seems that the inequality sign should be inverted. However, (2) is still
true since the condition for Case 2 (i.e., the relation between lai cos θai and
lbi cos θbi ) also has been inverted.

1: for i = 0 to K − 1 do {For all beams}
2: Perform ACK aggregation scheduling at beam i
3: SNi ⇐ 0;
4: end for
5: while ∃i such that |TX BUFFi| 6= 0 do
6: for i = 0 to K − 1 do {For all beams}
7: Switch its beam to i
8: Compute TS(i) and TE(i)
9: for j = 0 to Ωi − 1 do {Retransmissions}

10: Insert TS(i) and TE(i) in the frame at TX BUFFi[j]
11: Transmit the frame at TX BUFFi[j]
12: end for
13: for j = Ωi to |TX BUFFi| − 1 do {New transmissions}
14: Place SNi to the frame at TX BUFFi[j]
15: Insert TS(i) and TE(i) in the frame at TX BUFFi[j]
16: Transmit the frame at TX BUFFi[j]
17: SNi ⇐ (SNi + 1)%SNmax;
18: end for
19: Switch i to (i−1)%K {To receive bitmap at the previous beam}
20: while Tack do
21: if received ACK then
22: Remove the acknowledged frames from TX BUFF(i−1)%K
23: end if
24: end while
25: end for
26: end while

Fig. 4. The SPARM algorithm at the sender.

Proof: We represent
−−→
rai r

b
i as a linear function y = θai x

since θai = θbi . If
−−→
rai r

b
i passes the origin, it does interfere with

the sender. Hence,
−−→
rai r

b
i cannot pass the origin. Therefore, lai

should be less than lbi .

B. Sender and Receiver Behavior
Fig. 4 shows the pseudo code of the sender’s behavior.

SNi is the last sequence number of outstanding frames at
beam i, and Ωi is the number of unacknowledged frames
at TX BUFFi, where TX BUFFi is the transmit buffer array
for beam i. When a sender is turned on, the sender collects
the receivers’ information (i.e., DoA value, received power,
etc.) from the hello frames. Then, the sender performs ACK
aggregation scheduling for each beam by the SPARM policies
and sets each beam’s SNi to 0. After the ACK aggregation
scheduling, the sender is ready to multicast its data frame.

Before transmitting multicast frames, the sender computes
TS(i) and TE(i) where TS(i) and TE(i) are the start time of
the ACK aggregation process for the first receiver in Ri and
the report time that the last receiver in Ri transmits its bitmap
frame to the sender, respectively, as in Fig. 2. TS(i) and TE(i)
are given by TS(i) = TC+|TX BUFFi| × Tdata + Tack and
TE(i)=|TX BUFF(i+1)%K |) × Tdata + TS(i), respectively,
where Tdata is the frame transmission time; Tack is the ACK
transmission time; TC is the current system time. Of course,
besides TS(i) and TE(i), multicast frames contain the order
of ACK aggregation (ordered list of receivers) for Ri.

If there are any unacknowledged outstanding frames (Ωi >
0), the sender multicasts those frames with TS(i) and
TE(i). Also, if there are new frames from the upper layer
(|TX BUFFi| > Ωi), the sender multicasts those frames with
SNi as well as TS(i) and TE(i), and increments SNi. Once
the sender finishes multicasting to Ri, the ACK aggregation
at R(i−1)%K can be completed if no errors occurred in aggre-
gation. Therefore, the sender switches to beam (i−1)%K and
receives a bitmap frame from the last receiver in R(i−1)%K
during Tack. If the bitmap indicates a frame is successfully
received, then the sender removes the corresponding frame
from the TX BUFFi−1.

The receiver operation is as follows. When a receiver
is turned on, the receiver associates with the sender by a
registration frame. When the receiver receives a multicast
frame successfully, the receiver marks the SNith bitmap to 1 as
in Fig. 3. Each receiver is informed of its order of aggregation
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by the multicast frame. If the receiver is the first receiver in the
ACK aggregation schedule, the receiver relays its bitmap to the
next receiver in the ACK aggregation schedule at TS(i) (e.g.,
step 1 in Fig. 3). If the receiver is the last receiver in the ACK
aggregation schedule, the receiver aggregates its bitmap with
a relayed bitmap and transmits the aggregated bitmap to the
sender at TE(i) (e.g., step 3 in Fig. 3). Otherwise, the receiver
aggregates its bitmap with a relayed bitmap and relays the
bitmap to the next receiver in the ACK aggregation schedule
(e.g., step 3 in Fig. 3).

III. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
scheme compared with the ACK-based [8], NAK-based [3],
and hybrid [4] schemes. We modify the above original schemes
to support sequential multicasting. For performance evalua-
tion, we use the OPNET modeler and randomly generate 20
to 60 nodes in a 200m × 200m square area. The simulation
parameters are chosen to be similar to [1]. The data rate is
assumed to be 10 Mbps. The frame sizes for the data frame
and ACK frame are set to be 1024 and 16 bytes (including a 2-
byte bitmap), respectively. The average interarrival time of the
data frames is assumed to be 0.1 sec and K is assumed to be
4. By varying the frame loss rates, we measure the reliability
and throughput defined below.

• Reliability: The number of successful frames divided by
the number of frames transmitted excluding retransmis-
sions

• Throughput: The average number of frames (in bits) per
second that are successfully transmitted (i.e., all receivers
are acknowledged).

Fig. 5 shows the reliability versus the frame loss rate (FLR)
where the FLR varies from 0 to 0.3. As shown in the figure, all
schemes except the NAK-based and hybrid schemes guarantee
full reliability (i.e., all receivers successfully received the
transmitted frames). However, the reliability of the NAK-based
and hybrid schemes sharply decreases as the FLR increases.
In the NAK-based scheme, this situation occurs when the
receivers do not transmit NAK since the receivers are not
aware of the loss of the frames. Unreliability also occurs in
the hybrid scheme if the leader receives a frame successfully
while some frames sent to the other receivers are lost. Further
degradation is observed as n increases because the number of
receivers that the leader receiver takes charge of is proportional
to n. For these reasons, we exclude both NAK-based and
hybrid schemes in the remaining performance evaluation.

Fig. 6 shows the throughput when the FLR varies from 0 to
0.3. As shown in the figure, the throughput decreases as the
FLR increases for both the ACK-based scheme and SPARM.
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The throughput decreases more sharply in SPARM than in
the ACK-based scheme because the ACK collection latency
increases more sharply in the SPARM than in the ACK-based
scheme. However, the ACK collection latency of the SPARM
cannot be longer than that of the ACK-based scheme since
ACKs are aggregated while source multicasting in the SPARM
scheme. As a result, the throughput of the SPARM is 200%
higher than that of the ACK-based scheme. Also, our scheme
is less sensitive to n than the ACK-based scheme. This is
because the sender in the SPARM receives only one bitmap
frame whereas multiple ACKs are received in the ACK-based
scheme.

IV. CONCLUSION

In this paper, we proposed a SPARM protocol, where
receivers sequentially aggregate their ACKs while the sender
multicasts a data frame to the next beam, thereby resolving
the ACK implosion problem and improving the throughput.

The performance evaluation shows that the proposed
SPARM has full reliability and outperforms the existing
schemes with respect to the throughput by about 200%.
This gain, however, has to be paid for with the complexity
associated with the required DoA estimation mechanism.
Nevertheless, cost effective pencil beam antenna technology
is emerging [7].
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