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Abstract

In battery-based wireless sensor networks (WSN), routing protocols are crucial for enhancing energy efficiency and prolonging
network lifetime. These protocols should maximize the discharge times of cluster heads (CH) and sensors for data collection. To
maximize the WSN lifetime, the number of clusters, the distance between the base station and the CH, and the remaining battery of
sensors should be carefully considered. This study proposes energy and density-based stable election protocol (SEP) for cooperative
communication in WSNs to address these challenges. By considering the remaining battery capacity of each sensor, the optimal
number of clusters within the WSN is determined, and the cluster head is elected to increase the energy efficiency of routing. This
approach extends the network lifespan. The simulation results demonstrate that the proposed protocol improves performance in

terms of total energy consumption and network lifetime.
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Internet of Things

1. Introduction

The wireless sensor network (WSN) is a fundamental tech-
nology within the framework of the Internet of Things (IoT),
which facilitates the detection and extraction of meaningful in-
formation from objects or environments using sensors or smart
devices [1]. In WSN-based IoT systems, diverse wireless sen-
sors collect data, which are then transmitted to users for reliable
and real-time data analysis with high accuracy [2]. Leveraging
its ease of construction, cost-effectiveness, and autonomous op-
eration in challenging or hazardous environments, WSN-based
IoT is applied in various 5G/6G domains, including smart trans-
portation, military reconnaissance, industrial monitoring, con-
struction site survey, and health monitoring systems [3, 4, 5, 6].

Typically, a WSN-based IoT system comprises a base sta-
tion (BS) with a high-processing unit, ample storage capacity,
rechargeable battery, and multiple sensor nodes (SNs). These
SNs detect and transmit data such as temperature, pressure,
and humidity to the BS. The BS processes the data received
from the SNs and delivers them to the user, as illustrated in
Fig. 1. However, deploying WSN-based IoT systems presents
technical challenges, including limited sensor battery life, com-
munication efficiency, routing optimization, quality of service
(QoS), fault tolerance, and security issues [7]. WSNs have
to detect and extract meaningful information from objects or
environments in real-time and then transmit it to the BS. There-
fore, if any of the SNs deployed in the WSN are discharged, the
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Figure 1: Scenario of Wireless Sensor Network (WSN).

stability and reliability of the WSN will decrease because com-
plete information cannot be collected. As a result, the time until
the first node of a WSN is discharged is defined as the lifetime
of the WSN, and many previous studies have been conducted
to increase this lifetime [2, 8]. Addressing these challenges
is critical because of the difficulty and expense of replacing
or recharging SNs. Prolonging the network lifetime is a ma-
jor challenge in WSN-based IoT and energy-efficient routing
schemes are a key technique to achieve this objective [9].
Routing protocols, which are essential for designing WSN-
based IoT systems, include cluster-based hierarchical routing,
location-based routing, data-driven routing, and QoS aware-
ness [8]. Cluster-based hierarchical routing which is exempli-
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fied by clustering protocols that organize SNs into small clus-
ters, is effective for reducing energy consumption and extending
the network lifetime by minimizing long-distance communica-
tion for each SN [10]. Various hierarchical structures, such as
grids, chains, trees, and backbones, have been proposed pre-
viously [11]. Cluster-based hierarchical routing protocols are
suitable for WSN-based IoT due to their scalability manage-
ment, energy efficiency, load balancing, and reduced overhead.
Because this study aims to prolong the overall network lifes-
pan, we focus on a cluster-based hierarchical routing protocol,
which is known for its energy efficiency.

The cluster-based hierarchical routing technique causes a
hot-spot problem in which SNs near a static BS experience in-
creased energy consumption [12]. To alleviate this problem, the
cluster head can be changed periodically, or multi-hop commu-
nication can be employed to prevent an increase in workload
at a specific node. The low energy adaptive clustering hier-
archy (LEACH) [13] protocol is a representative cluster-based
hierarchical routing protocol in a WSN-based IoT network for
mitigating hot-spot problems [9]. In this protocol, the network
is partitioned into multiple clusters, each having a cluster head
(CH) responsible for receiving and transmitting SN data to the

To address these challenges, this paper proposes a proto-
col to enhance the routing path between a sensor node and a
BS. The objective of this study is to maximize the energy ef-
ficiency of the network and extend its lifespan by setting an
optimal number of clusters, improving CH selection, and opti-
mizing data transmission methods. In contrast to conventional
methods, the proposed approach allows for the extension of
the WSN-based IoT lifetime through accurate clustering, which
contributes to improved energy consumption.

In environments where WSNs are connected to the Internet
of Things (IoT), the traditional approach of randomly selecting
a CH may not be appropriate, particularly in extensive setups.
An integrated IoT environment often results in a heterogeneous
network in which each sensor node possesses varying energy
levels. To account for this, our proposed network model intro-
duces medium nodes with energy levels between regular and se-
nior nodes. LEACH, designed for homogeneous networks, may
not be directly applicable in such scenarios [14]. Building upon
the Stable Election Protocol (SEP) [14], a variant of LEACH in
which certain nodes (senior nodes) possess slightly more en-
ergy than others (normal nodes) [15], this paper proposes an
extended protocol applicable to WSN-based IoT networks. The
extension protocol incorporates a threshold level in the CH se-
lection process, determines the optimal number of clusters, and
optimizes the transmission path based on distance to maximize
the network lifetime and throughput. However, these methods
may cause energy waste by forcibly creating an excessive num-
ber of CHs as SN that are not elected as CHs within a certain
period of time. The primary objective of the proposed protocol
is to significantly broaden the application scope of WSN-based
IoT by extending the lifespan of battery-dependent WSN-based
IoT nodes.

The primary contributions of the proposed study are:

e In this paper, we aim to improve existing sensor net-

work routing protocols. Our inspiration comes from SEP
and LEACH, the most popular protocols for extending
the lifetime of battery-operated wireless sensor networks.
The proposed scheme tries to overcome the fundamen-
tal shortcomings of most protocols based on SEP and
LEACH.

o Due to the strength of wireless signals decreasing in in-
verse proportion to the square of the distance, energy
consumption increases exponentially when the cluster head
and BS are far apart. Therefore, energy consumption can
be reduced through multi-hop communication via clus-
tering. Therefore, LEACH and SEP-based protocols try
to overcome the energy hole problem by electing nodes
as CHs that are not elected as CHs for a certain period
through mod calculations in a distributed manner. How-
ever, this method causes too many clusters in certain rounds
and wastes energy due to excessive multi-hop communi-
cation. To overcome the problem, our proposed scheme
adjusts the upper bound of the appropriate number of
clusters depending on the network size and the number
of sensor nodes. This cluster limitation helps decrease
energy consumption by preventing excessive multi-hop
communications while maintaining a distributed manner.

e In addition, we introduce a novel CH election technique
to exploit the energy heterogeneity of each node to solve
the energy hole problem. In this paper, we propose a
new cluster head election technique and increase energy
efficiency by controlling the number of CHs.

A brief analysis of related work is provided in Section 2.
Section 3 explains the network model, and the proposed tech-
nique is presented in Section 4. Section V discusses the simu-
lation results and problem-related analysis. Finally, we present
the conclusions and our future work in Section 6.

2. Related Work

Energy is a critical resource for WSN nodes. These net-
works employ various protocols and routing-based clustering
algorithms. However, the limited power capacity of sensing
nodes remains a significant challenge in WSN architectures.
Sensor nodes can be configured in two ways: heterogeneous
and homogeneous. In the heterogeneous mode, each node has
a different energy level, while in the homogeneous mode, all
nodes have the same energy level. Effective cluster-based rout-
ing for heterogeneous networks is a complex task [16]. Cluster-
based protocols create an effective clustering structure, thereby
reducing the consumed energy and providing balanced energy
usage [10]. The first proposed clustering protocol is the LEACH
protocol [17]. The fundamental concept of the LEACH pro-
tocol involves selecting a CH in a distributed manner during
each round, which allows nodes to join the nearest CH to form
a dynamic cluster. In the workflow of the LEACH protocol,
each step completes a task in a cycle, which is referred to as a
“round.” Each round consists of two phases: the cluster build-
ing phase and the stable operation phase. In the cluster-building



phase, CH selection and clustering occur. However, the LEACH
protocol faces the following challenges:

e The LEACH protocol randomly selects CHs, which leads
to CH clustering without considering the efficient distri-
bution of CHs. Clustering results in early node death.
When CHs are scattered far apart, long transmission paths
consume excessive energy and cause network resource
wastage and communication congestion.

e The method of selecting CHs using thresholds and ran-
dom numbers reduces the probability of specific nodes
being repeatedly elected as CHs. However, it does not
account for the energy consumption differences between
the CHs and cluster member (CM) nodes. Therefore, en-
ergy imbalance may occur, affecting the stability of CH
node elections.

e LEACH maintains a fixed number of CHs throughout the
rounds. This approach decreases the number of surviving
sensor nodes over time. Thus, the number of available
CM nodes for sensing in the cluster decreased.

e LEACH performs well in homogeneous networks but faces
challenges in heterogeneous environments.

To solve the last problem, researchers proposed the Stable
Election Protocol (SEP) in [7]. This protocol elects CH based
on the initial energy levels, similar to the LEACH protocol,
but incorporates variables reflecting the starting energy of the
nodes [18]. This protocol adjusts the threshold weight accord-
ing to node type to ensure random CH selection based on elec-
tion probability. Sensor nodes are classified as advanced and
normal nodes (referred to as senior nodes in this study). Ad-
vanced nodes have more energy than normal nodes. Advanced
nodes with more energy than normal nodes have a higher proba-
bility of being selected as CHs, leading to more efficient energy
use across all nodes [19].

Given that energy consumption increases exponentially with
data transmission distance, some studies have considered the
distance between the final data destination and the CH. In [20],
energy efficiency was improved through multi-hop routing by
dividing the WSN into an even number of sectors based on the
BS. However, the approach of designating an entire sector as a
single cluster also results in energy inefficiency because it does
not consider the 1-hop routing of nodes close to the BS. In an-
other study, [21] proposed a hybrid cluster routing protocol us-
ing 1-hop and 2-hop communication simultaneously, consider-
ing the distance between SN and the BS. The energy efficiency
was improved by optimizing the number of 2-hop communica-
tion clusters. In [22], the CH location was determined based on
the distance between the CH and the BS and the average energy
of the sensor nodes using the Archimedes optimization algo-
rithm. However, this method requires moving the positions of
the SNs designated as CHs through the application of a virtual
force in each round, which is a disadvantage.

Recently, [23, 24] proposed a routing algorithm in a mo-
bility environment. In [23], the stability of the cluster was
increased by grouping vehicles moving in the same direction

into one cluster, and in [24], an appropriate cluster head was
selected based on the maximum stable set problem, and vehi-
cles were assigned to clusters based on a link reliability model.
In [25], a routing algorithm based on reinforcement learning
was proposed to reduce communication delay and message over-
head, and in [26], energy consumption was reduced by select-
ing the cluster head and routing path based on residual energy
and distance to neighboring nodes. However, the above algo-
rithm has clear disadvantages due to the learning overhead and
computational complexity of the ant colony algorithm. In ad-
dition, [27, 28] a clustering algorithm using fuzzy theory and
the Gray Wolf algorithm, but there are still limitations due to
algorithm complexity.

Each of the aforementioned protocols introduces a novel
CH selection approach. Given that the proposed protocol is
based on the SEP, an examination of specific issues was con-
ducted. In the SEP routing algorithm, periodic CH selection
and cluster formation occur in each round. The classical SEP
algorithm elects a CH based on an initial threshold, disregard-
ing the current energy level or the distance from the BS. This
oversight failed to consider variations in the communication en-
ergy consumption based on distance, potentially leading to a
scenario in which a node with lower energy becomes a subse-
quent CH, thereby reducing the network’s lifespan. Recogniz-
ing these drawbacks in SEP, researchers have been motivated to
explore and establish more efficient CH substitution methods.

3. System Model

We consider a WSN with N sensors placed in a square net-
work field with a length and width of S. In particular, N sensors
are randomly placed through a uniform distribution in the net-
work field, and the BS is assumed to be placed in the center of
the network field.

3.1. Network model

Fig. 2 shows the network model of the proposed scheme.
The details of the network model are as follows.

1. All sensor nodes have three levels of initial energy: nor-
mal (Em), medium (Ejeq), and senior (Egey).

2. All sensor nodes are randomly located and remain fixed
after placement.

3. The distances between the BS and all nodes are calcu-
lated as Euclidean distances.

4. The BS knows the location information of all nodes, and
all nodes also know the location of the BS. Therefore,
one node knows its location, the location of other nodes,
and the location of the BS. To know distances, we as-
sume that an ultra-wideband (UWB) based localization
method with high location accuracy of sensor nodes is
utilized [29, 30].



5. Sensor nodes in the cluster transmit data to CH using
single-hop communication'. CH transmits data from the
source node to BS through single-hop communication.

@ Cluster Head
@ Member Node

Figure 2: Network model of the proposed scheme.
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Figure 3: Energy consumption model for data transmission/reception.

3.2. Energy Consumption model
In the proposed protocol, the energy heterogeneity model [31]

is used to calculate the energy consumption when each node
transmits and receives data, as illustrated in Fig. 3. It is as-
sumed that each sensor node has a transmitter, receiver, and
power amplifier that consume energy. Given the distance d be-
tween two nodes and the data size k to be transmitted, the total
energy consumption (E;,(k, d)) is given by

N

Ergatl,d) = > {Ef (e, d) + Efy ()} (1)
i=1

The energy consumption of a sensor node depends on the dis-
tance and the amount of data transmitted>. When the distance
between two nodes is d, the energy consumed by the transmit-
ting node to transmit k bits of data is as follows:

Eelec'k‘{'efs'k'dz, lde d()
>

ETx(k,d):{ ket LY @

lBasically, for short distance communication, multi-hop communication is
less efficient than single-hop communication in terms of energy efficiency due
to frequent use of amplifiers and is vulnerable to the energy hot spot problem,
so only single-hop is assumed in intra-cluster.

2Note that, the energy consumed when a node is in the sensing, idle, and
listen states is small compared to the transmitting and receiving states, so it is
ignored in this paper.

Table 1: Summary of Parameters and Variables

Symbol Description
N, k The number of sensor nodes and data size
S The size of WSN
G, Guive The group of sensor nodes and alive nodes

E s Emeas Esen||The energy level of normal, medium,
senior nodes

€fs, emp Energy consumption for amplifiers type
for free-space and multi-path
Erx, Egx  ||[Energy consumption for data
transmission/reception
CH,p The optimal number of CH
P, The probability of CH election for each
nth node
T, The CH election for each nth node

do = ﬂefs/empa (3)

where E,;,. denotes the energy consumption per bit during data
transmission and reception in the node. In addition, d, is a
distance constraint. The energy consumption varies based on
the relationship between the actual distance d and the speci-
fied distance constraint dy, particularly in free-space channel
propagation and multipath channel propagation scenarios. The
consumed energy per bit on the receiving side is as follows:

Egrx(k) = E¢jec - k + Epy - k, 4

where Ep4 is the consumed energy per bit for processing the
data received from the sensor node in the CH. Finally, the con-
sumed energy by the entire sensor is expressed as follows:

E = Erx + ERgx. (5)

4. Proposed Scheme

This study introduces advanced techniques for routing data
in heterogeneous networks, prioritizing energy efficiency and
balance as crucial parameters for designing WSN routing al-
gorithms. The primary aim is to enhance the lifetime of the
sensor network by adjusting the CH selection. This is achieved
through the proposal of a multi-hop communication protocol
tailored for heterogeneous networks, which is determined by
the optimal number of clusters. To regulate the energy dis-
persion, this paper incorporates a three-stage heterogeneity ap-
proach for the initial node energy. In this setup, all nodes are
stationary, and the energy distribution follows a hierarchical
pattern, with senior nodes receiving energy a (0 < @ < 1) times
that of medium nodes and medium nodes receiving energy
(0 < B < 1) times that of normal nodes. The probabilities s, and
s, represent the likelihood of having a node with high and in-
termediate energy levels, respectively, with senior and medium
nodes having higher energy levels than normal nodes.

Let the initial energy of the normal node be E;. Then, the
initial energy of the senior node can be expressed as Ei(1 + a),



and the initial energy of the intermediate node can be expressed
as a medium node can be expressed as Ej(l1 + 8). The total
energy of each node type can be written as

Eym=N- El(l - 85— Sm)a (6)
Enea =N -5y - E(1+ ), (B=0a/2) )
Egn =N -s5- El(l + a/), (8)

where Eqm, Emed, and Eg, represent normal, medium, and
senior nodes, respectively. Then, the total energy can be ex-
pressed as

Eotal =N - Ei(1 — 55— 5p) )
+N-sp,E(1+8)+N-sEi(1+a)
=N-E(l+ass+Bsy).

Within the framework of this study’s protocol, the process
for selecting CH is similar with the simplified SEP. This in-
volves classifying nodes based on type, assigning a random
number value to each node, and electing a CH if the random
number value exceeds a predefined threshold. Similar to SEP,
this study calculates the selection probability of each node type.
The threshold is then determined through a weighted computa-
tion that accounts for both energy levels and distances. A de-
parture from traditional approaches, such as LEACH and SEP,
this study addresses the issue of cluster imbalance by incorpo-
rating the number of sensor nodes within a cluster. In contrast
to previous methodologies that fix the number of clusters based
on predetermined ratios, this study aims to achieve a more bal-
anced distribution. Existing research underscores the impact
of packet size length and transmission distance on the energy
consumption models of WSNs. Notably, the CH consolidates
data from the sensor nodes, and the data length is influenced
by the number of sensor nodes within the cluster, as it repre-
sents merged information transmitted to the base station. This
work is inspired by the method proposed by [32] for determin-
ing the proper probability for cluster election, considering the
sensor field size (S) and the distance constraint value (dy). The
formula for calculating the optimal number of clusters is:

[1262-S N
CHop = — D (10)
avg

where D,,, represents the average distance from all nodes to
BS. The probability of election for each n-th node is obtained
using the ratio of the cluster heads obtained as:
- Ecur

10 Einit’

(11)

n

where E,, and E;Q‘é are the current energy level in each round
and the average initial energy level of all nodes, respectively.
Furthermore, P, is used to represent the threshold for CH elec-
tion in each round. To determine the election threshold, we ini-
tially calculate it through the election probability of each node

type in accordance with SEP as the following:
Py

Tn = ”
1 = P,(r mod (1/Py))

ifn € Gy, (12)

where T, denotes the election threshold for normal, medium,
and senior nodes, respectively. What makes our approach dif-
ferent from previous works is that it better reflects the remain-
ing energy of each node. In this case, r represents the current
round, and G represents a group of nodes of each type. We
found that the energy consumption varies according to the rela-
tionship between d and dj, the distance between the node and
the BS through the previous network and energy models. That
is, when a node whose distance to the BS is longer than dj is
elected as CH, it can be seen that the energy consumption is d*,
which increases compared to d>. This shows that close nodes
have a higher survival rate than nodes that are far away. In ad-
dition, in the case of the existing LEACH and SEP protocols,
since the CH is elected regardless of the amount of energy of
the current node, a node with a small amount of energy be-
comes the CH, resulting in faster First Node Death (FND) and
Tenth Node Death (TND) rounds. In the worst case, since a
node distant from a BS with low energy may be elected as a
CH, the probability of becoming a CH should be adjusted ac-
cording to the current amount of energy. Therefore, we want
to reset the threshold by giving additional weight to energy and
distance for efficient and balanced use of energy. That is, the
threshold is reset by additionally considering 1) the energy of
the current node and 2) the distance between the node and the
BS in addition to the existing threshold. The newly considered
weight equation is as follows:

Ecur DUV
il twe [l wivwa =1, (13)
Euvg

T=wy-[ 2
Dbs

Dys = (1= BS ) + (1 = BS)% n€Guer  (14)

the network in the current round, D,,, is the average distance
between all surviving nodes and the BS, and Dy, is the distance
between the current node and the BS. According to the equa-
tion, the higher the current energy and the closer the distance
to the BS, the higher the weight. Therefore, the new threshold
including the weight is as follows:

TD,=7-T,, ifneG,. (15)

The protocol finally proposed is similar to SEP and LEACH,
but with the addition of calculation of the optimal number of
clusters, weights according to energy distance, and dynamic
variable P,. Despite these improvements, since cluster heads
are elected randomly, the same node can be elected to the CH
repeatedly in succession. In order to prevent power consump-
tion from being concentrated on a specific node, it is necessary
to prevent a sensor node from being re-elected to the CH contin-
uously and repeatedly. To overcome this problem, we introduce
anew threshold that prevents a node that has once become a CH
from being re-elected for several rounds based on the density of
total sensor nodes in the network, its current energy level, and
the distance as follows:

T = mdg—w n € Gae. (16)
A sensor node that has once become a CH will have T,’lh. Also,
from the next round onwards, T,’,h will decrease in each round



using the following:

Tth

nr+l = T;Tr - (% : \/ﬁ), ne Galive' (17)
All nodes are eligible for CH election participation when T/ <
0. That is, sensors with 7% > 0 greater than 0 do not participate
in the CH election. Through (16) and (17), nodes with more
residual energy are given more opportunities to participate in
the CH election, and nodes with less residual energy are given
fewer opportunities to participate in CH election.

The protocol finally proposed is similar to SEP and LEACH,
but with the addition of calculation of the optimal number of
clusters, weights according to energy distance, and multi-hop
communication and CH election according to conditions. Al-
gorithm 1 shows the description of our proposed scheme. The
following explains the operation of the proposed algorithm for
each phase.

1. CH selection step: In the first step, the sensor nodes man-
age the network in the form of a cluster in which one node
serves as the CH. Determined using Egs. (15) and (16).

2. CH broadcasting phase: In the CH broadcasting phase,
the state of the CH is broadcast to other sensor nodes
in the network. In this phase, if the number of CHs ex-
ceeds CH,y, calculated via (10), the exceeded CHs are
canceled, and (16) is not calculated for those nodes.

3. Cluster setup phase: Normal nodes are connected to CHs
that want the minimum energy cost for data transmission.
If the minimum distance is the BS, the node is directly
connected to the BS and transmits data.

4. Creation of time-division multiple access (TDMA) Scheme:

TDMA technology is used for communication between
the CH and simple nodes. The CH schedules the TDMA
scheme to allow data transmission through the node. This
scheme helps avoid collisions between data. A time slot
is assigned to the node.

5. Intercluster data transfer phase: Data transfer within the
cluster occurs during this phase. Cluster member nodes
send data to CHs in the cluster.

6. Data transmission: After receiving information packets
from cluster member nodes, CH aggregates data before
transmitting it to BS. After data aggregation, CH makes
a single-hop data transmission to BS.

7. Cluster Balancing Step: The selection of CH in the next
step is based on several factors, e.g., the residual energy
of the nodes and distance from the BS. Threshold Eqgs.
(15), (16), and (17) are used for CH selection.

For the complexity analysis, the following symbols are re-
visited: R, CHs, and N denote the number of rounds, cluster
head nodes, and sensor nodes, respectively. In Algorithm 1, the
main computational complexity corresponds to O(RN + RN -
CH, + N), polynomial complexity.

Algorithm 1 Proposed Algorithm

Initialize:
Randomly deployed heterogeneous sensor nodes,
CHs « number of cluster head nodes,
N < number of nodes in WSN,
R < number of rounds,
S « size of WSN,
D,,, < average distance between node and BS,
Dy,¢(n) the distance between node n and BS.
for r=1toRdo
CHs =0
calculate CH,,; using Eq.(10)
fori=1to N do
calculate P, using Eqs(11)
calculate T, using Eqs(12)
calculate 7 by using Eqs (13)
calculate 7'D,, using Eqs(15)
randVar = rand(0, 1)
if (randVar > TD,) and CHs < CH then
CHs=CHs+1
update T using Eq.(16)
21: end if
22:  end for
23: fori=1toN do

R AN A i e

S O G /G G/ G N
SN I A R > A i =2

24: for j=1to CHsdo

25: calculate distances to all CHs and BS
26: end for

27: send data to the nearest CH or BS

28:  end for

29: fori=1toNdo

30: update T | using Eq.(17)
31:  end for

32: end for

33: End
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Figure 4: Validity verification of P, and T,.

5. Simulation Result

5.1. Simulation Setting
In this section, we evaluate the performance of our proposed

6 protocol through simulation. We run our tests on PC with the



Table 2: Simulation Parameters

Parameters Values

Network Area (m?) 200 x 200/ 300 x 300
Number of Nodes 200 /500 / 1000

Data Packet 4000 bits

Eec 50 nJ/bit

efs 10 pJ/bit/m2

Cmp 0.0013 pl/bit/m*

Epa 5 nJ/bit/signal
Percentage of senior node 0.03

Percentage of medium node 0.07

following configurations: CPU core i9-13900K, RAM 64GB,
GPU NVIDIA RTX 4090, and operating system Windows 10.
First, we evaluate P, for each node rather than a fixed P. We
have three types of nodes: normal, medium, and senior nodes.
When E[ = 0.5], the initial energy of each types are Egen = 1J,
Enea = 0.75], and E, = 0.4528]. Fig. 4 is T, represented via
(12) with P,, computed via (11) in round 1. Senior nodes with
higher initial energy have a higher probability of being elected
as CH than normal nodes, and the period for being forcibly
elected as CH is also shorter. Medium nodes, which has an
initial energy amount between normal and senior nodes, have
an intermediate CH election probability and a period of being
forcibly elected as a CH. In this way, nodes with more energy
are elected as CHs more often and use more energy. Also, since
this probability is calculated every round, nodes with less en-
ergy can avoid being elected as CHs as time goes by.

The evaluation of the performance involves a comparative
analysis with LEACH [13], SEP [14], TS-I-LEACH [33], and
MRETDC [34]. The simulation was performed in MATLAB?,
with 200, 500, and 1000 nodes, each with three energy types
placed in a 200m x 200m and 300m x 300m network. It is as-
sumed that the position of the BS is fixed to the center, and
the energy of the BS is infinite. Other network parameters are
written in TABLE. 2.

5.2. Performance Evaluation

We first calculate the transmission power according to the
simulation parameter and plot the transmission power when
each node transmits data to the BS. With our simulation pa-
rameters, the reference distance dy = 87.7058m. That is, if
the distance is less than 87.7058m, the transmission power is
consumed along free space channel propagation, and if it is
greater than 87.7058m, the transmission power is consumed
along multi-path channel propagation. The transmit power con-
sumption according to distance is shown in Fig. 6. The Fig. 6
shows the transmit power energy increases significantly when
the distance exceeds dy. To capture this phenomenon, we sim-
ulate the network area 200 x 200m? and 300 x 300m?.

31n our MATLAB-based simulator, it does not define a detailed network pro-
tocol stack and is done with very basic channel modeling and MAC scheduling
(TDMA-based). For data packet generation, we assumed that 4000-bit data
packets are generated and transmitted per round [34].

Fig. 5 shows the number of clusters according to round. In
existing works, as shown in Figure 4, nodes that have not been
elected as CHs for several rounds are forcibly elected as CHs
through mod calculation. Therefore, the number of CHs may
be too large, resulting in unnecessary multi-hop transmissions.
In the proposed work, the maximum number of cluster heads
is determined based on the number of nodes, network size, and
average distance. Therefore, an excessive number of cluster
heads are not created, and unnecessary transmissions can be
avoided.

To evaluate the performance numerically, we show a graph
of the nodes that are first discharged round and the nodes that
are 10% of the total nodes discharged round. To simplify the
expression, the round in which the first node in the network
is discharged is called FND, and the round in which 10% of
all nodes are discharged is called TND. In addition, we call a
round where all nodes are fully discharged AND. Fig. 7 shows
the FND, TND, and LND when § = 200 and N = 200. The
FND of the proposed scheme is 860, which is 15.75%, 26.28%,
17.81% and 1.18% better than LEACH with 743, TS-I-LEACH
with 681, SEP with 730 and MRETDC with 851, respectively.
Furthermore, the TND of the proposed scheme is 931, which
is 16.87%, 15.94%, 13.54% and —1.97% better than LEACH
with 797, TS-I-LEACH with 803, SEP with 820 and MRETDC
with 913, respectively. Fig. 8 shows the number of nodes alive
all rounds when § = 200 and N = 200. The proposed scheme
shows that the first node discharges late, and other nodes trans-
mit data for a long time without discharging. However, in Fig. 7
and Fig. 8, the proposed scheme is the fastest in rounds where
all nodes are discharged because nodes with more energy are
clustered more often and discharge faster. In our simulations,
non-normal nodes, i.e., senior and medium nodes, account for
10% of the total. In Fig. 8, except for MRETDC and the pro-
posed scheme, the other protocols continue to operate without
discharging 10% of the nodes. This means that nodes with more
energy do not use more energy appropriately.

The more nodes there are, the more pronounced this dif-
ference becomes. Therefore, we only show the results as line
graphs, excluding bar graphs. Fig. 9 shows the number of nodes
alive all rounds when S = 200 and N = 500. The FND of the
proposed scheme is 902, which is 25.98%, 12.19%, 20.43%
and 8.15% better than LEACH with 716, TS-I-LEACH with
804, SEP with 749 and MRETDC with 834, respectively. The
difference with MRETDC is wider compared to when there
are 200 nodes. This is because MRETDC does not consider
the node density within the network. Therefore, these differ-
ences become more pronounced as the number of nodes in-
creases. Fig. 10 shows the number of nodes alive all rounds
when S = 200 and N = 1000. The FND of the proposed
scheme is 911, which is 28.85%, 12.47%, 24.79% and 10.42%
better than LEACH with 707, TS-I-LEACH with 810, SEP with
730 and MRETDC with 825, respectively.

We also performed simulations at § = 300 to evaluate per-
formance according to network size. Fig. 11 shows FND and
TND when the network sizes S = 300 and N = 200. Compared
to Fig. 7, where the network size is small, FND and TND are
reduced in all protocols. This is because as the network size in-
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Figure 6: Transmission power consumption according to distance and parame-
ters based on Table. 2.

creases, the average distance between nodes and BS increases,
and more energy is consumed when transmitting data. How-
ever, the proposed scheme also considers network size when
electing CHs. The FND of the proposed scheme is 381, which is
36.56%, 26.58%, 23.70%, and 13.06% better than LEACH with
279, TS- I-LEACH with 301, SEP with 308, and MRETDC
with 337, respectively. Furthermore, the TND of the proposed
scheme is 554, which is 20.17%, 22.84%, 13.29% and 1.84%
better than LEACH with 461, TS-I-LEACH with 451, SEP with
489 and MRETDC with 554, respectively.
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Figure 7: Comparison of FND, TND, and LND for each protocol when S = 200
and N = 200.

Fig. 12 shows that the FND of the proposed scheme is 585,
which is 86.90%, 35.73%, 67.14%, and 51.95% better than
LEACH with 313, TS- I-LEACH with 431, SEP with 350, and
MRETDC with 385, respectively. Furthermore, Fig. 13 shows
that the FND of the proposed scheme is 571, which is 83.60%,
35.95%, 65.03% and 51.46% better than LEACH with 311, TS-
I-LEACH with 420, SEP with 346 and MRETDC with 377, re-
spectively.

As a result, as can be seen in Fig. 7 to 13, the proposed
scheme shows the best performance for WSN lifetime not only
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Figure 8: Comparison of the number of nodes that have not discharged during
the total round for each protocol when S = 200 and N = 200.
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Figure 9: Comparison of the number of nodes that have not discharged during
the total round for each protocol when S = 200 and N = 500.

in small network sizes but also in large network sizes. It also

shows the best performance in dense and sparse arrangements
of sensor nodes.

6. Conclusion

In designing a WSN protocol, the primary considerations
are stability, network lifetime, and throughput. Efficient en-
ergy use and enhanced network lifetime in WSNs are major
design challenges during the development of routing protocols.
To address these challenges, this study proposes a multi-hop-
based enhanced SEP for cooperative communication in WSNs.
To evaluate the proposed protocol, simulations were conducted
based on node density in a limited-size network. The simu-
lation results demonstrate that the proposed protocol is well-
suited for heterogeneous networks with sensors of various en-
ergy levels. The proposed protocol, a modification of the SEP,
is particularly effective for IoT-based environmental monitoring
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Figure 10: Comparison of the number of nodes that have not discharged during
the total round for each protocol when S = 200 and N = 1000.
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Figure 11: Comparison of FND and TND for each protocol when S = 300 and
N = 200.

where diverse sensors are deployed. In addition, the proposed
protocol contributes to enhancing network lifetime by dynam-
ically adjusting the number of CHs based on the current net-
work node conditions. CH selection is based on the residual
energy of the sensor node and the distance between CHs and
the BS. The elected CHs improve the network longevity by en-
suring proper load balancing and energy consumption across
nodes. The network maintains greater stability as the sensor
node lifetime increases. The simulation results confirm that the
proposed protocol outperformed existing protocols in terms of
network lifetime and throughput regardless of node density.
The proposed protocol has the advantage of increasing the
lifespan of all nodes in the entire network. Furthermore, the
proposed protocol works well regardless of network size and
node density. However, this study did not consider multi-hop
routing between clusters in larger network sizes. To compen-
sate for these weaknesses, energy-aware routing, sleep mode
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the total round for each protocol when S = 300 and N = 500.
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Figure 13: Comparison of the number of nodes that have not discharged during
the total round for each protocol when §' = 300 and N = 1000.

scheduling, and data aggregation techniques can be used. In
addition, unmanned aerial vehicles as single or multiple can be
optimally deployed to obtain the data from the sensor nodes
and transmit to the BS via multi-hop transmission in future 6G
networks. In such an environment, deploying aerial vehicles in
areas densely located with sensor nodes with low energy lev-
els or considering optimal travel paths will be a very impor-
tant challenge. In our future research, we plan to investigate
multi-hop-based energy-aware routing protocols and propose
new technologies that can complement the above challenges.
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