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Abstract

The IEEE 802.15.8 project has introduced peer-aware communication (PAC) as a promising technology enabling
high-quality proximity services in dense infrastrutureless ad hoc environments. PAC applications cover a variety of
high-assurance services, especially those related to safety such as hazard alerts, emergency exit guidance, and relative
position in cases where networking facilities have been destroyed or unavailable. To support these services effectively,
PAC must overcome the massive device density to provide a reliable broadcast protocol for rapidly disseminating ur-
gent information across the entire network. As such, we propose a reliable rumor broadcast (RRB) scheme for safety
services in a dense infrastructureless PAC network. The proposed RRB scheme takes advantage of neighboring re-
lations among PAC devices (PDs) to broadcast rumor abstract information instead of transmitting heavy broadcast
frames. The broadcast frames are only forwarded based on requests from neighboring PDs. In the RRB scheme,
rumor frames aim to reduce the broadcasting overhead, while the use of neighboring relations ensures reliable com-
munications across the entire network. Simulation analysis demonstrates that the proposed RRB scheme achieves
outstanding performance compared with that of existing algorithms in terms of overhead reduction and energy effi-
ciency while maintaining a better transmission reliability improvement.
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1. Introduction

An urban Internet of things (IoT) system is a fu-
ture smart-city solution, that gathers and analyzes ur-
ban data via the collaboration and interaction among
IoT devices in order to efficiently manage and fore-5

cast city flows and developments [1, 2]. Urban IoT
systems can be applied in a wide variety of domains,
such as assisting the elderly, home automation, intelli-
gent healthcare, autonomous transport, smart manufac-
turing, and hazard mitigation assistance [3]. Although10

the next generation of convergence networks will pro-
vide a broad communication infrastructure (e.g., mo-
bile, satellite, and WiFi networks) satisfying many of
the aforementioned services, high-assurance services,
in particular, specially require rigorous reliability for15
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massive devices, even when the networking infrastruc-
ture is unavailable or destroyed. The reliability in com-
munication defines an ability that messages transferred
among devices are guaranteed to reach their destina-
tions correctly [4]. Among these aforementioned ap-20

plications, safety services such as hazard alerts, emer-
gency exit guidance, and relative positions are consid-
ered to be the most important [5, 6]. For instance, in
the IoT-enabled scenarios where an IoT data can be en-
capsulated into a frame, the number of frame loss is of25

vital importance. Such as, within high packet loss, au-
tonomous vehicles cannot correctly update the notifica-
tion from smart transport system; that results in unsafe
navigation and control, even causing traffic collisions.
High frame loss might lead to synchronization problem30

among guidance lights in case of emergency for a smart
city or stadium. Since the safety services stringently
require their emergency information to be delivered to
all users in the network, a reliable broadcast protocol is
crucial, especially in such an infrastructureless ad hoc35

communication environment. To overcome these se-
vere challenges, peer-aware communication (PAC) is a
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promising technology. In PAC, a large number of IoT-
enabled PAC devices (PDs) in close proximity commu-
nicate and interact directly at a scalable rate, without40

needing the support of infrastructure entities. As stan-
dardized by IEEE 802.15.8 [7], because one of the main
uses of a PAC network (PACNET) is to allow PDs to
be aware and to develop social relationships in proxim-
ity, the PDs are able to establish interactive communica-45

tions by sharing and cooperating with information. En-
visioned safety applications, services, and scenarios of
the PAC technologies have been described in the tech-
nical report #802.15-12-0684-00-0008 [8].

In such a safety service, broadcasts are important net-50

working operations, used to disseminate network in-
formation, as well as device- and user-generated data
to other PDs. The PDs propagate the data through
network-wide broadcasts, which are operations that
transmit frames to every other PD in the network. In55

a multihop PACNET, every PD acts as a router to trans-
mit frames to their assigned destinations. Network-wide
broadcasts are realized by re-broadcasting the frames
received by each PD [9, 10]. Network-wide broad-
casts cause broadcast storms on a large-scale PACNET,60

which is known as flooding [11]. Because PACNETs
are known to be densely deployed at a scalable level,
network-wide traffic is assumed to be very high, lead-
ing to the jamming of broadcast traffic. Thus, broad-
cast storms can affect the transmission reliability and65

throughput significantly through channel contention,
high collisions, and frame losses [12].

To overcome these problems in ad hoc mobile net-
works, many different broadcast techniques have been
proposed in the literature [13, 14, 15, 16, 17, 18, 19, 20,70

21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34].
They can be classified into either (i) deterministic or
(ii) stochastic broadcasting approaches. In the former,
frames, forwarding decisions are always deterministic.
In the later, forwarding decision is based on random75

choices. Both of these techniques are designed to re-
duce unnecessary retransmissions of the same frame.
However, they are limited by transmission reliability,
throughput and significant overhead on the network.
Moreover, the existing techniques acquire global knowl-80

edge of the entire network, which is unsupportable in
PACNET. The limitations are exacerbated in large-scale
infrastructureless PACNETs since PAC applications are
characterized by high-assurance services.

As a solution to control the degree of the rebroad-85

cast problem in dense PACNETs, we propose a reli-
able broadcast scheme called the reliable rumor broad-
cast (RRB), which significantly decreases the number of
unnecessary retransmissions by using an abstract mes-

sage (i.e., a rumor frame), prior to the forwarding of a90

broadcast frame. In designing our RRB scheme, we ex-
ploit the inherent socially aware feature of PDs to facili-
tate broadcast operations in the PACNET. That is, when
a PD receives a broadcast frame, it transmits a rumor
frame to announce the receipt of the broadcast frame.95

Upon receiving the rumor, the neighboring PDs (next-
hop PDs in the routing table) re-rumor the broadcast in-
formation within their transmission range. In this way,
the PDs spread the abstract information of the broad-
cast to the entire network, and the data frame is only100

broadcasted when the PDs overhear their transmitted ru-
mors from the other PDs (a.k.a on-demand response). In
this way, the RRB scheme minimizes data rebroadcasts
significantly, while saving network resources and main-
taining the broadcast reliability of the dense PACNET.105

In summary, the contributions of this study are three-
fold:

• First, we propose an RRB scheme to provide re-
liable broadcasting for safety services in a PAC-
NET. The RRB scheme significantly reduces un-110

necessary broadcast flooding across the entire net-
work by first sending rumors of information. The
scheme operates on neighboring relation among
PDs to ensure high reliability.

• Second, broadcast transmissions are analyzed us-115

ing a discrete-time Markov chain model. The anal-
ysis shows theoretical expressions of performance
metrics based on various networking factors, such
as network density, broadcast traffic, and transmis-
sion range.120

• Third, a simulation is performed using OPNET
modeler [35] to ensure the reputation and correct-
ness of the results. The RRB scheme is com-
pared to other schemes (piggyback and fullACK
schemes) in terms of overhead reduction and en-125

ergy efficiency while maintaining a better trans-
mission reliability improvement.

The remainder of this paper is organized as follows.
We survey existing related works in section 2. Section
3 describes the system model and our proposed RRB130

scheme. Section 4 provides a theoretical analysis of the
proposed scheme, and we evaluate the performance of
our proposed scheme in section 5. Finally, we draw con-
clusions and suggest future directions in section 6.

2. Related Works135

In this section, we survey existing broadcast tech-
niques in mobile ad hoc network environments [13, 14,
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15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28,
29, 30, 31, 32, 33, 34]. To facilitate the analysis of ex-
isting techniques, we classify them as either (i) deter-140

ministic [13, 14, 15, 16, 17, 18, 19, 20, 21, 22] or (ii)
stochastic [23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34]
broadcasting approaches. In the former, there are no
random decisions involved in forwarding the rebroad-
cast frames. In the later, forwarding decisions on re-145

broadcasts are based on random choices. In addition,
forwarding decisions are based on either (i) informa-
tion about current network state (context-aware) or (ii)
knowledge of their neighbors and their related strategies
(neighbor-knowledge) or (iii) fixed or adaptive proba-150

bility (context-oblivious). Simple flooding, hyper flood-
ing, dominant pruning and multipoint relay schemes can
be classified as deterministic broadcasting schemes. On
the other hand, probabilistic, area-based and cluster-
based approaches can be grouped as stochastic broad-155

casting approaches [9].
The simple flooding-based methods [13, 14, 15, 16,

17, 18] are a broadcasting technique where a source
node broadcasts a packet to all of its neighbors. Each of
the neighbors then rebroadcasts the packet exactly once,160

and this process continues until all mobile nodes in
the network have broadcasted the packet. For instance,
Ho et al. [15] propose flooding as an alternative solu-
tion to multicast routing in highly dynamic mobile ad
hoc networks. Khan et al. [36] discuss hyper-flooding165

for highly mobile and frequently partitioned networks
whereby additional rebroadcasts are made upon receiv-
ing a hello message from a newly discovered neighbor.
On the other hand, Kang et al. [13] propose broadcast-
ing with relay retransmissions for wireless local area170

network (WLAN). In this scheme, sender broadcasts
data frame with ACK request information element (IE).
Nodes send ACK frames or NACK frames first. If there
is an NACK frame or absence of all ACK frames, any
node or access point (AP) notices this ACK failure and175

if there is any device that has received the frame suc-
cessfully, retransmits the frame by broadcasting to other
devices which fail to receive the frame previously. In
this scheme, the probability of transmissions increases
when the channel is fair between nodes. In [16], Tseng180

et al. show how serious the broadcast storm problem
can become in a flooding-based method, and propose
several schemes to alleviate this problem. In addition,
Maltz et al. [17] suggest multicast and broadcast opera-
tions that utilize the dynamic source routing (DSR) pro-185

tocol to flood packets throughout a network. However,
because the flooding-based method causes rebroadcasts
from each mobile node in the network, it is very costly
and introduces serious problems such as redundancy,

collision, contention, and high bandwidth utilization. In190

other words, flooding-based broadcasting is inefficient
because it consumes unnecessary mobile node resources
and network bandwidth.

Dominant-pruning based methods [19, 20, 21, 22]
propose self-pruning and dominant-pruning algorithms.195

These methods maintain and exchange knowledge on
mobile node neighbors using periodic transmissions of
a Hello packet. The rebroadcast decision is made based
on when the sender mobile node vi includes the adja-
cent node list N(vi) in the broadcast packet. When mo-200

bile node v j receives the packets, it checks whether the
set N(v j) \ (N(vi) ∪ vi) is empty. If it is empty, v j does
not rebroadcast the packet, assuming that all neighbors
have already received the packet. Dominant-pruning
methods extends this sharing of adjacent node lists up205

to two hops. The sending node selects adjacent nodes
that should rebroadcast the packet and records their IDs
in the packet as a forwarding list. An adjacent mobile
node that is requested to rebroadcast the packet again
checks the forward list. If the mobile node identifies any210

new mobile nodes in the list, it rebroadcasts the packet.
In this way, the method requires an extra transmission
overhead in exchanging the adjacent node lists and a
computation overhead in comparing lists at the mobile
node level.215

Probability-based methods [26, 23, 24, 25, 27, 28, 29]
differs from the flooding-based method in that each
node decides to rebroadcast the packet based on a fixed
or adaptive probability p. Fixed probabilistic schemes
use a pre-defined forwarding probability value so ev-220

ery node in the network has the same forwarding prob-
ability. While, adaptive probabilistic schemes are based
on local or global knowledge, such as network den-
sity, nodes speed and distance, energy and artificial in-
telligence based techniques to determine the forward-225

ing probability [37]. On receiving broadcast packets,
the mobile node sets its rebroadcast probability. When
the probability parameter is set too high, this approach
behaves much like the simple flooding method. The
counter based probabilistic schemes allows a mobile230

node to maintain a counter variable k used during the
random access delay (RAD) time to determine the num-
ber of received broadcast packets before it decides to
rebroadcast. As the value of counter variable increases,
the probability of rebroadcasting the packet decreases235

accordingly. For instance, Liarokapis et al. [26] pro-
pose an adaptive probability based scheme, which lo-
cally makes a decision about the density volume of
the network and adjusts the probability threshold ac-
cordingly. A fuzzy logic probabilistic scheme [23] has240

been proposed that makes the forwarding decision on
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rebroadcast, wherein the scheme adapts the hello packet
time interval depending on the network conditions and
relative changes in the network measured through fuzzy
logic based method. On the other hand, Yassein et al.245

[24] propose counter based probabilistic scheme with
dynamic thresholds to increase the successful delivery
rate of broadcast frames. In [30], Zhang et al. propose
neighbor discovery-based probabilistic broadcasting ap-
proach for highly mobile adhoc networks by combin-250

ing the additional coverage ratio and nodes connectivity
factor, that also can recover from frequent link break-
ages and path failures. The probabilistic broadcasting
approach becomes challenging in a sparsely deployed
environment. In this case, the mobile node waits for255

the period of RAD, and then sets a high rebroadcast
probability, causing a rebroadcast storm from all mobile
nodes in the network.

The area-based methods [27, 31] rely on determining
a mobile node’s position and a distance calculation. A260

mobile node employing the distance-based method de-
termines its own location, for example, using a global
positioning system (GPS) mechanism, which it attaches
to the broadcast packet. The mobile node receiving the
broadcast notes the location of the source mobile node265

and compares the distance d between itself and every
other neighbor that has already made a rebroadcast. The
rebroadcast decision depends on the value of d. If the
value is calculated too low, the rebroadcast coverage is
not very large, and if the value of d is set high, the re-270

broadcast coverage area is larger and the mobile node
decides to rebroadcast the packet. This method incurs
an additional computation overhead on battery-sensitive
mobile nodes.

Cluster-based methods [32, 33, 34] divide the mo-275

bile nodes in the network into a number of clusters or
subsets. Each cluster has several gateways and is rep-
resented by a cluster head (CH), which is elected in
the cluster based on various CH algorithms. Only clus-
ter heads and gateways are responsible for rebroadcast-280

ing, where a cluster head broadcasts within its cluster
members, and gateways broadcast within other clus-
ters. Foroozan and Tepe [32] present a stability-based
clustering algorithm that categorizes the network traf-
fic into internal traffic and external traffic for a mobile285

node. For internal traffic, only the cluster-head and gate-
way rebroadcast packets. For external traffic, the border
nodes may rebroadcast the traffic, in addition to the CH
and gateways. In this way, they simplify the gateway
node selection process by the cluster head locally in its290

own cluster, without any knowledge about other clus-
ters. Lou and Wu [33] propose a static and a dynamic
cluster-based virtual backbone infrastructure for broad-

casting based on the concept of connected dominating
sets. In this way, they show that the static cluster-based295

backbone is costly and unnecessary, whereas building a
dynamic cluster-based backbone on demand is a better
approach for the broadcast process. In addition, Sto-
jmenovic et al. [34] propose restricting broadcasting
to internal nodes in the cluster only, because any other300

node is directly connected to one of the internal nodes.
These cluster-based methods are considered inefficient
in terms of rebroadcast savings because maintaining the
cluster structure of mobile nodes requires a considerable
communication overhead over the wireless channel. As305

we can observe from the above, the existing techniques
are not appropriate for a PAC and have limitations, espe-
cially in a densely deployed and fully distributed PAC-
NET environment.

Although the existing methods have contributed ef-310

fective broadcast routing algorithms in general mobile
ad hoc network environments, they are inappropriate for
a PACNET, either because of their central entity instal-
lation or because they do not consider device density.

3. Reliable Rumor Broadcast Scheme315

3.1. System Model
In this study, we assume a multi-hop mesh topology

in a PACNET (as shown in Fig. 1) according to the IEEE
802.15.8 mesh formation [7]. The PACNET consists of
N PDs deployed in a square area of wireless communi-320

cations with dimension D × D m2, where D is border
length of the area. PDs in the PACNET are deployed
in a fully distributed way according to a two-dimension
Poisson-point process (PPP) with density λ. The PDs
can broadcast data frames simultaneously for the same325

or different applications. A frame broadcasted from a
PD can be received by all PDs within the PDs’ commu-
nication range. Without loss of generality, we assume
that a PD is equipped with omnidirectional antenna and
is located in the centre of its communication area. All330

PDs broadcast with fixed transmission power, resulting
in a constant communication range. The transmission
time or broadcast frame length is the same for all PDs,
and denoted by T . We further assume that the time
axis is divided into slots, with duration equal to δ. For335

direct broadcasts between neighbors, the carrier-sense
multiple access with collision avoidance (CSMA/CA)
protocol is considered, where the contention window
is denoted as W. PDs transmit at the start of each slot
and the number of slots used in transmitting a packet340

is τ = T/δ. At the beginning of each slot, a ready-to-
transmit PD tries to transmit its broadcast frame adopt-
ing the IEEE 802.15.8 policy [38], which allows to
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Figure 1: Infrastructureless peer aware communications [7].

Table 1: Description of key symbols used in this paper.

Symbols Description
D Border length of wireless communication area.
λ Deployment density of PDs in the wireless

communication area.
T Transmission time of a broadcast frame.
δ Length of a time slot.
τ Number of time slot used to transmit a broad-

cast frame.
ρ Probability that a PD has a frame to broadcast.
p Probability that a ready-to-transmit PD trans-

mits a frame adopting IEEE 802.15.8 [7].
W,Wmin,Wmax The current, minimum, and maximum values of

transmission window.
N Average number of PDs in the transmission area

of a PD.
F Average number of neighboring PDs of a PD.
S i, S t , S r , S a,
S n, S k , S w

Steady-state probability of states ”idle”, ”trans-
mit broadcast frame”, ”receive broadcast
frame”, ”transmit rumor frame”, ”receive rumor
frame”, ”transmit ACK”, and ”wait for ACK”,
respectively.

Ti,Tt ,Tr ,Ta,
Tn,Tk ,Tw

Life time of states ”idle”, ”transmit broadcast
frame”, ”receive broadcast frame”, ”transmit
rumor frame”, ”receive rumor frame”, ”transmit
ACK”, and ”wait for ACK”, respectively.

pi j Probability that a PD transits from state S i to
state S j.

Dt ,Da,Dk Frame size of broadcast, rumor, and ACK
frames, respectively.

transmit a frame following the Bernoulli process with
parameter p, where 0 < p < 1. Table 1 summarizes345

description of mathematical symbols used in this paper.
When a PD has a broadcasting frame, it broadcasts

i

Originator-PD

j

Forwarder-PD

k

Rumor-PD

P , ,s i i

R , , ,s i i j

R , , ,s i i j

R , , ,s i j k
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j

Forwarder-PD

k

Forwarder-PD

P , ,s i j R , , ,s i k l
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Rumor-PD

R , , ,s i k l

l

Figure 2: Positions and roles of PDs in the proposed RRB scheme.

this frame to all neighboring PDs, and the frame con-
tains information that needs to be shared between all
PDs for various services in the PACNET. Denote the350

broadcasting frame by P 〈s, o, f 〉, where s, o, and f
are the sequence number, originator-PD address, and
forwarder-PD address, respectively. Fig. 2 depicts the
positions and roles of participating PDs in the proposed
RRB scheme.355

3.2. Protocol Design

The proposed RRB scheme design is inspired by ru-
mor information spreading, in which abstract informa-
tion is forwarded first, and the full information is trans-
mitted later, if necessary. Rumor behavior has two great360

advantages, namely, fast abstract forwarding and ac-
knowledgement, depending on the context. Fast ab-
stract forwarding alleviates the bandwidth requirements
of the PACNET by reducing the rate of unnecessary data
frame transmissions, while playing the ACK role in a365

suitable context replaces the conventional ACK. In the
RRB scheme, a rumor frame is denoted by R 〈s, o, f , r〉,
where r is the rumor-PD address. Because the PACNET
is considered a dense environment, the RRB scheme op-
erates selectively based on the relations between neigh-370

boring PDs, which are developed using mutual unicast
conversations, as in [39, 40]. Let Fi denote the set
of neighboring PDs in the i-th PD. The RRB scheme
consists of two algorithms: (i) the broadcast frame-
handling algorithm, and (ii) the rumor-frame handling375

algorithm.

3.3. Broadcast Frame Handling

Algorithm 1 shows the pseudocode of our proposed
broadcast frame-handling procedure. We consider the
broadcast frame in two cases: (i) generated by the PD380

itself, and (ii) received from other PD. First, when the
i-th PD generates a broadcast frame, the PD assigns a
sequence number to identify the broadcast frame. The
sequence number starts with 0, and is then increased by
1 for each broadcast frame generation until it reaches385
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Algorithm 1 Broadcast Frame Handling in i-th PD.
P 〈s, o, f 〉: Broadcast frame.
R 〈s, o, f , r〉: Rumor frame.
Fi: The set of neighboring PDs.
F(s,o)

i : The set of neighboring PDs that have broadcast info
P 〈s, o, 〉.

1: P.[s]← 0;
2: if A broadcast frame is generated then
3: P.[o]← i-th PD address;
4: P.[f ]← i-th PD address;
5: Broadcast P 〈s, o, f 〉; . Send the broadcast.
6: P.[s]++; . Return to 0 when reaching 127.
7: if A broadcast frame is received then
8: Add P.[f ]→ F(s,o)

i ; . Consider as ACK.
9: if The broadcast frame is duplicated then

10: Discard;
11: else
12: if F(s,o)

i == Fi then
13: Send ACK;
14: else
15: R.[r]← i-th PD address;
16: BroadcastRumor();

%BroadcastRumor() definition
BroadcastRumor()

17: t = 1;
18: do
19: Broadcast R 〈s, o, f , r〉; . Rumor the broadcast info.
20: t + +;
21: Wait for a timer;
22: while t ≤ k AND F(s,o)

i ! = Fi . k is the max. attempts.

127. Then the sequence is reset to 0 for a new cy-
cle. Because i-th PD is the originator-PD, both P.[o]
and P.[f ] are assigned as the i-th PD address (see lines
1–6 in Algorithm 1). In contrast, when the i-th PD re-
ceives a broadcast frame, the PD marks the forwarder-390

PD (R.[f ]) as already having the broadcast information.
In addition, P.[s] and P.[o] are used to verify the dupli-
cation (i.e., the i-th PD has already received this frame
in advance). If a duplication exists, the received broad-
cast frame is discarded (see lines 7–10 in Algorithm 1).395

Otherwise, if all neighboring PDs in Fi have received
the broadcast information, the i-th PD returns an ACK
frame (see lines 11–13 in Algorithm 1). Conversely, if
least one neighboring PD in Fi does not yet have this
broadcast information, the i-th PD updates R.[r] using400

its address and then broadcasts the corresponding rumor
frame (see lines 14–16 in Algorithm 1).

3.4. Rumor Frame Handling

The rumor-frame handling activities are described in
Algorithm 2. When the i-th PD receives a rumor frame,405

if the broadcast information was not generated by the i-
th PD (i.e., R.[o] is not equal to the i-th PD address), but
the forwarder-PD address derived from the rumor frame
indicates either the i-th PD or Null (i.e., R.[f ] is equal to

Algorithm 2 Rumor Frame Handling in i-th PD.
P 〈s, o, f 〉: Broadcast frame.
R 〈s, o, f , r〉: Rumor frame.
Fi: The set of neighboring PDs.
F(s,o)

i : The set of neighboring PDs that have broadcast info
P 〈s, o, 〉.

1: if R 〈s, o, f , r〉 is received then
2: if R.[o] ! = i-th PD AND (R.[f ] == i-th PD OR Null) then
3: Broadcast P 〈s, o, f 〉; . Response of broadcast request.
4: if R.[f ] == Null then
5: Remove R.[r]→ F(s,o)

i ;

6: else
7: if R.[r] ∈ Fi then
8: Add R.[r]→ F(s,o)

i ; . Temporally consider as ACK.
9: if i-th PD does not have the broadcast info. yet. then

10: R.[f ]← R.[r];
11: R.[r]← i-th PD address;
12: BroadcastRequest();
13: else
14: Discard;

%BroadcastRequest() definition
BroadcastRequest()

15: Broadcast R 〈s, o, f , r〉; . Request the broadcast.
16: Wait for a timer;
17: if No P 〈s, o, f 〉 response then
18: R.[f ]← Null;
19: Return to Line 15;

the i-th PD address or Null), the i-th PD responds with410

the corresponding broadcast frame (see lines 1–3 in Al-
gorithm 2). In case R.[f ] = Null, R.[r] is removed from
the set F(s,o)

i of neighboring PDs that have the broadcast
information; see lines 4–5. Note that R.[f ] is set Null to
handle the case if the PD meets a connection problem415

to the previous rumor-PD. A Null-R[f ] rumor frame can
be responded by any PDs that have the corresponding
broadcast frame. In contrast, if the rumor-PD address
derived from the rumor frame (i.e., R.[r]) belongs to
the neighboring PD set Fi, first, the i-th PD temporally420

marks this PD as already having the broadcast informa-
tion (i.e., add this PD to the set F(s,o)

i ); see lines 7–8
in Algorithm 2. If a Null-R[f ] rumor frame is received
from this PD during waiting timer, i.e., time out, this
PD will be removed from the set F(s,o)

i . Next, if the i-th425

PD does not yet have the broadcast information, the PD
updates R.[f ] and R.[r] using the obtained R.[r] and its
address, respectively. Hereafter, the i-th PD sends a ru-
mor frame to spread the broadcast information, as well
as to request the broadcast frame for itself (see lines 9–430

12 in Algorithm 2). Conversely, if R.[r] does not belong
to the neighboring PD set Fi, the i-th PD discards the ru-
mor frame (see lines 13 and 14 in Algorithm 2).
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3.5. A Prime Example

Fig. 3 illustrates a 6-PD network scenario for the435

proposed RRB scheme. Let PD0 be the originator-PD
that initiates the broadcast process. Black links indicate
neighboring relation between two PDs. In order to ana-
lyze an error case, we assume that the link between PD2
and PD6 will break due to their movements after PD6440

sends a rumor frame to request the full broadcast frame
from PD2. Details are described as follows.

According Algorithm 1, PD0 initially sends out a
broadcast frame P 〈0, 0, 0〉 (Fig. 3(a)), which is received
by PD1, PD2, and PD3. Since PD1 and PD2 are neigh-445

boring PDs of PD0, their neighboring PD sets F(0,0)
1 and

F(0,0)
2 are updated to be {0} and {0}, respectively. In

the next turn, PD1 and PD2 transmit two rumor frames
R 〈0, 0, 0, 1〉 and R 〈0, 0, 0, 2〉 following Algorithm 2, for
two purposes: (i) to ACK the successful reception of450

broadcast frame to PD0, and (ii) to send a rumor broad-
cast information to further neighboring PDs (i.e., PD4,
PD5, and PD6); see Figs. 3(b) and 3(c). Because PD3
has already received the broadcast frame P 〈0, 0, 0〉 di-
rectly from PD0, PD3 considers the rumor frames from455

PD1 and PD2 to be ACKs. Fig. 3(c) shows that the
neighboring PD sets F(0,0)

0 , F(0,0)
3 , and F(0,0)

6 are up-
dated to be {1,2}, {1,2}, and {2}, respectively; since these
neighboring PD sets fully cover all of their neighbor-
ing PDs, PD0, PD3, and PD6 identify that the broad-460

cast frame transmission is reliable from their perspec-
tives. Because all neighboring PDs of PD3 already have
the broadcast information, PD3 returns an ACK to PD1
and PD2 for a “broadcast already received” notifica-
tion (Fig. 3(d)). Next, after receiving the rumor frame465

R 〈0, 0, 0, 1〉, PD4 broadcasts rumor frame R 〈0, 0, 1, 4〉,
for two purposes: (i) to request the broadcast frame
from PD1, and (ii) to send the rumor of broadcast in-
formation to PD5 (Fig. 3(e)). PD5 also considers the
rumor frame of PD1 as an ACK, the neighboring PD470

sets F(0,0)
5 , therefore, is updated to be {4}, resulting in a

reliable broadcast frame transmission from its perspec-
tive. Similarly, PD6 sends rumor frame R 〈0, 0, 2, 6〉 to
request the broadcast frame from PD2 (Fig. 3(f)). After
receiving rumor frame R 〈0, 0, 1, 4〉, PD1 responds by475

broadcasting frame P 〈0, 0, 1〉 to PD4. Because PD5 is
in the transmission range of PD1, PD5 directly receives
the broadcast frame as well (Fig. 3(g)).

Similarly, PD2 transmits broadcast frame P 〈0, 0, 2〉
to respond to the request by PD6 (Fig. 3(h)). However,480

PD6 moves far away from PD2 after sending the ru-
mor frame R 〈0, 0, 2, 6〉. Therefore, the broadcast frame
P 〈0, 0, 2〉 is not received by PD6. The waiting timer
reaches time out at PD6. In order to handle this com-

munication error, PD6 resets R[f ] field to Null and re-485

broadcasts a rumor frame R 〈0, 0, , 6〉 to request the
broadcast frame from any PDs in the coverage area
(Fig. 3(i)). In Fig. 3(j), assume that PD5 hears this
frame, then PD5 sends broadcast frame P 〈0, 0, 5〉 to re-
spond to the request by PD6. Because PD4 also received490

the broadcast frame from PD5, PD4 considers the frame
as an acknowledgement. As a result, PD4 broadcasts
an ACK for a “broadcast already received” notification
to PD1 and PD5 (Fig. 3(k)). Similarly, PD6 return its
ACK for the same purpose to PD5 (Fig. 3(l)); thus, PD5495

identifies a reliable broadcast frame transmission from
its perspective. Finally, all PDs successfully obtain the
broadcast frame making a reliable frames transmission.

4. Theoretical Analysis

In order to evaluate the amount of broadcast traf-500

fic in the PACNET, where the proposed RRB scheme
is applied, we develop a discrete-time Markov chain
(DTMC) model for each PD. Fig. 4 shows the state tran-
sition diagram of a PD in a broadcast transmission. Let
the steady-state probabilities of the Markov chain be de-505

noted by S i, S t, S r, S a, S n, S k, and S w, where i, t, r, a,
n, k, and w represent the states of ”idle”, ”transmit full
frame”, ”receive full frame”, ”transmit rumor frame”,
”receive rumor frame”, ”transmit ACK” and ”wait for
ACK”, respectively. According Fig. 4, the steady-state510

probabilities are given by

S i = S a pai + S n pni + S w pwi + S k pki + S r pri, (1)
S a = S r pra + S n pna, (2)
S n = S i pin, (3)
S t = S i pit + S n pnt + S w pwt, (4)

S w = S t ptw, (5)
S k = S r prk, (6)
S r = S i pir. (7)

The total steady-state probability of a PD in the broad-
cast transmission is equal to one. That is,

S i + S a + S n + S t + S w + S k + S r = 1. (8)

Next, we need to calculate the transition probabilities.
According the random access scheme utilized in IEEE
802.15.8 [7, 38], the probability of a PD that broadcasts
a data frame in each slot is given by:

p = ρ
1
W
, (9)
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Figure 3: An example of the proposed RRB scheme.

where the contention window W =

min(2kWmin,Wmax) and k is the number of trans-
mission attempts [38]. On the other hand, the average
number of PDs in the transmission area of a PD is
defined by

N = λπD2. (10)

Adopting the Poisson distribution, the probability of
i number of PDs in the transmission area of a PD (in-

cluding itself) is given by

p(i) =
N i

i!
e−N . (11)

Therefore, pir, the probability that a PD transits from
”idle” state to ”receive broadcast frame” state, is derived
from the probability of a PD transmitting successfully
and i−2 remaining devices not transmitting (no collision

8
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Figure 4: State diagram of a PAC device in RRB-based broadcast
transmission.

occurs), as is

pir =

∞∑
i=0

(i − 1)p(1 − p)i−2 N i

i!
e−N

=
p

(1 − p)2

∞∑
i=0

(i − 1)
[N(1 − p)]i

i!
e−N(1−p)e−pN

=
p

(1 − p)2

[ ∞∑
i=0

i
[N(1 − p)]i

i!
e−N(1−p)

−

∞∑
i=0

[N(1 − p)]i

i!
e−N(1−p)

]
e−pN

=
p

(1 − p)2 [N(1 − p) − 1]e−pN

=
ρ[N(W − ρ) −W]

(W − ρ)2 e
−Nρ
W . (12)

On the other hand, pit, the probability that a PD
transits from ”idle” state to ”transmit broadcast frame”
state, is calculated by the probability of a PD broadcast-
ing a data frame in each slot. Then,

pit = p =
ρ

W
. (13)

Since pit + pir + pin = 1, pin, the probability that a PD
transits from ”idle” state to ”receive rumor frame” state,
is obtained by

pin = 1 −
(
ρ

W
+
ρ[N(W − ρ) −W]

(W − ρ)2 e
−Nρ
W

)
, (14)

In addition, pwi, the probability that a PD transits
from ”wait for ACK” state to ”idle” state, is given by

the probability of the channel is collisionless when a PD
broadcasts a frame.515

pwi =

∞∑
i=0

(1 − p)i−2 N i

i!
e−N

= pir

=
ρ[N(W − ρ) −W]

(W − ρ)2 e
−Nρ
W . (15)

Since pwi + pwt = 1, pwt, the probability that a PD
transits from ”wait for ACK” state to ”transmit broad-
cast frame” state, is obtained by

pwt = 1 −
ρ[N(W − ρ) −W]

(W − ρ)2 e
−Nρ
W . (16)

According the state diagram in Fig. 4, pai, ptw, and
pki are on their own in terms of the transition probabil-
ity. Therefore, they are obtained by

pai = 1, (17)

ptw = 1, (18)

pki = 1. (19)

Assume there are M applications served in the PAC-
NET. Following Zipf’s distribution [41], the probability
fl that a l-ranked (among M) application is used by a PD
is given by

fl = f (l; s,M) =
1

lsHM,s
, (20)

where the harmonic number HM,s =
∑M

m=1
1

ms , m ∈

N. According Pareto’s law (the 80-20 rule) [42], s =520

log4 5 = 1.16.
In addition, a PD is known to be a neighboring PD of

another PD if two PDs use the same applications (there-
fore, two PDs have the same broadcast domain). Adopt-
ing the Poisson distribution, the average number F of
neighboring PDs of a PD is given by

F =

∞∑
l=1

fl

 fl
∞∑

i=0

i
N i

i!
e−N


=

N
H2

M,sHM,2s
. (21)

Consequently, the probability prk that a PD transits
from ”receive broadcast frame” state to ”transmit ACK”

9



state is derived from the probability of all neighbor-
ing PDs already having received the information of the
broadcast frame and this is the first time the frame ar-
rives at the PD. Therefore,

prk = p(1 − p)F−1[pin + pir]F

=
ρ

W

(
1 −

ρ

W

)F−1
[pin + pir]F

=
ρ

W

(
1 −

ρ

W

F−1) [
1 −

(
ρ

W
+
ρ[N(W − ρ) −W]

(w − ρ)2 e
−Nρ
W

)
+
ρ[N(W − ρ) −W]

(W − ρ)2 e
−Nρ
W

]F

=
ρ

W

(
1 −

ρ

W

)F−1 (
1 −

ρ

W

)F

=
ρ

W

(
1 −

ρ

W

)2F−1
. (22)

On the other hand, the probability pri, the probabil-
ity that a PD transits from ”receive broadcast frame”
state to ”idle” state is derived from the probability of all
neighboring PDs of the PD already received the frame525

or this is not the first time the frame arrives at the PD.

pri =

(
1 −

ρ

W

(
1 −

ρ

W

)F−1
)

(pin + pir)F

=

(
1 −

ρ

W

(
1 −

ρ

W

)F−1
) (

1 −
ρ

W

)F
. (23)

Because pri + prk + pra = 1, pra, the probability that
a PD transits from ”receive broadcast frame” state to
”transmit rumor frame” state, is obtained by

pra = 1 −
(
1 −

ρ

W

)F
. (24)

The probability pna that a PD transits from ”receive
rumor frame” state to ”transmit rumor frame” state can
be derived from the probability of there being at least
one neighboring PD of the PD that does not receive the530

frame. Therefore,

pna = 1 − (pin + pir)F

= 1 −
(
1 −

ρ

W

)F
. (25)

In addition, the probability pnt that a PD transits
from ”receive rumor frame” state to ”transmit broadcast
frame” state, represents the probability that a PD broad-
casts a rumor frame, and then receives a rumor frame535

from its neighboring PDs for a request of the frame. As
a result, pnt is given by

pnt = pna pin

=

(
1 −

(
1 −

ρ

W

)F
) [

1 −
(
ρ

W
+
ρ[N(W − ρ) −W]

(W − ρ)2 e
−Nρ
W

) ]
.

(26)

Since pna + pni + pnt = 1, pni, the probability that a
PD transits from ”receive rumor frame” state to ”idle”
state, is obtained by540

pni =

(
1 −

ρ

W

)F
−

(
1 −

(
1 −

ρ

W

)F
)

×

[
1 −

(
ρ

W
+
ρ[N(W − ρ) −W]

(W − ρ)2 e
−Nρ
W

) ]
. (27)

Consequently, the throughput (R) of a PACNET with
N PDs can be calculated as

R =
N(S tDt + S aDa + S kDk)

S iTi + S tTt + S rTr + S aTa + S nTn + S kTk + S wTw
.

(28)

where Dt, Da, and Dk are the frame size of broadcast,
rumor, and ACK frames, respectively, while Ti, Tt, Tr,
Ta, Tn, Tk, and Tw are the life time of ”idle”, ”transmit
broadcast frame”, ”receive broadcast frame”, ”transmit
rumor frame”, ”receive rumor frame”, ”transmit ACK”,545

and ”wait for ACK” states, respectively. In Equation 28,
the numerator N(S tDt + S aDa + S kDk) is total bits gen-
erated for the broadcast transmission while the denomi-
nator S iTi + S tTt + S rTr + S aTa + S nTn + S kTk + S wTw

is total time used to broadcast the frame throughout the550

network.

5. Performance Evaluation

5.1. Simulation Setup

In this section, we evaluate the performance of the
proposed scheme compared to that of the piggybacking555

[43] and fullACK [14] schemes. The fullACK scheme
supports reliable broadcasting based on its rebroadcast-
upon-receive policy and the ACK return to notify a suc-
cessful receipt. The piggybacking scheme reduces the
ACK response by piggybacking ACK information on560

the rebroadcasted frame. To simulate these schemes,
we use the OPNET modeler [35] and monitor the data
transmission metrics during 500 simulation timeslots
for each network topology. There are 50 random net-
work topologies have been generated, where a fully565

distributed infrastructureless PAC environment is setup
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Table 2: Simulation parameters

Parameters Value
Transmission type Broadcast
Topology size 500 m × 500 m
Number of nodes 200
Number of network topologies 50
Broadcast frame size 1500 bytes
Notification frame size 28 bytes
Bandwidth 10 Mbps
Transmit power 15 dBm
Traffic volume {0, 100, 200, 300, 500,

750} frame/s
CWmin 24

CWmax 210

DIFS 50 µs
SIFS 20 µs
Traffic type Constant bit rate (CBR)
Number of channels 1
Maximum number of retransmissions 5
Waiting timer 5× DIFS
Simulation time 500 timeslots

within 500 × 500 m2 and 200 PDs are distributed ran-
domly. Each PD in the network independently generates
broadcast frames to spread in the whole network to rep-
resent various data path transmissions in order to ensure570

the generality. In addition, 5 scenarios were conducted,
where the traffic volume is changed from 100 frame/s
to 750 frame/s. The simulation parameters are listed in
Table 2.

5.2. Theoretical Verification575

The theoretical network throughput (R) as formal-
ized in Equation (28) is verified by comparing it to
the simulated network throughput. To ensure the sim-
ilar environment parameters, the traffic type is set con-
stant bit rate (CBR) and the transmission windows W is580

observed from the simulated OPNET CSMA/CA pro-
tocol for each transmission. In addition, the number
of applications served in the PACNET is given by 50.
The results are demonstrated in Figure 5 referred to
be ”Theoretical RRB” and ”Simulated RRB”. In all585

captured points, the simulated network throughput is
higher than the theoretical one. The differences might
be caused by the collision and retransmission behaviors
of the CSMA/CA protocol in OPNET simulation envi-
ronment. On the other hand, it is seen that there are in-590

significant differences between the network throughput
metrics given the theoretical calculation and simulated
observation when the traffic volume is low or high since
low traffic rate leads to few transmission errors occurred
and high traffic rate results in a saturated environment.595
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Figure 5: Total network throughput.

The difference increases within medium traffic volume.
In summary, the theoretical formulation is considered as
an approximation to the simulated values.

5.3. Numerical Analysis

Figure 5 shows the total network throughput accord-600

ing to the traffic volume in the network. In the fig-
ure, our proposed RRB scheme has the lowest network
throughput generation compared to the piggypbacking
and fullACK schemes. It is worth noting that lower net-
work throughput is better since the identical input traffic605

volume is transmitted to multiple PDs. The achieved re-
sults reflect, the RRB scheme pre-forwarded the rumor
frames than full broadcast frames in advance. While
the full broadcast frame is only transferred to the PDs
on request. On the contrary, remaining schemes rely on610

neighboring relations that define next hop frame deliv-
ery without considering transmission range. Therefore,
these schemes generate rebroadcasting storms in such a
dense PACNET environment. Numerical results show
that the piggybacking and fullACK schemes result in an615

increased network throughput, which are (on average)
1.92 and 2.69 times greater than the RRB scheme.

From an overhead perspective, Fig. 6 illustrates the
simulation results. The overhead consists of notifica-
tion frames (i.e., rumor and ACK frames), redundant620

broadcast frames, and headers and piggybacked ACK
information in broadcast frames. In the proposed RRB
scheme, overhead is reduced significantly. Logging
information reveals that almost all of the overhead is
due to rumor frame transmission and broadcast frame625

headers; meanwhile, the number of redundant frames
is inconsiderable. In the fullACK scheme, the rebroad-
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Figure 6: Total network overhead.

cast operation is based on next-hop neighboring rela-
tions. Moreover, an ACK frame is returned to the sender
whenever a broadcast frame is successfully received.630

However, the transmission range of a PD can cover
multi-hop neighboring relations in dense PACNET en-
vironment. Therefore, significant broadcast redundancy
occurs resulting in exponential overhead volume. In the
piggybacking scheme, the overhead is reduced approxi-635

mately a half due to reductions of ACK frame transmis-
sion, collisions, and rebroadcasts.

As a result, Fig. 7 depicts average number of broad-
cast frame loss in entire network. For instance, within
100-frame/s input traffic scenario, 100 (frames)×(200−640

1) (number of remaining PDs except the originator-PD
of the frames), resulting in 19900 frames should be
received to achieve a full reliability (i.e., all of PDs
successfully receive the broadcast frames). However,
the simulation results reveal that 19891, 19864, and645

19829 frames received successfully, where the RRB,
piggybacking, and fullACK schemes are applied, re-
spectively. It depicts the negative impact of collisions
(due to massive transmissions and rebroadcasts) causing
frames losses in the network. The fullACK scheme ob-650

tains the worst achievement (71 frames loss) compared
to the piggybacking (36 frames loss) and RRB (9 frames
loss) schemes. Statistical analysis shows that the RRB
scheme has an average number of frame loss, which is
72.28% and 85.39% less than the piggybacking and ful-655

lACK schemes, respectively.
In term of network reliability, our simulation re-

sults show high performance in all schemes; see Fig.
8. To be particular, the RRB, piggybacking, and ful-
lACK schemes achieve reliability of 99.94%, 99.80%,660
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Figure 7: Frame loss in entire network.
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Figure 8: Network reliability.

and 99.62% on average, respectively. In other words,
the RRB scheme reduces the loss rate compared to the
piggybacking and fullACK schemes from 0.20% and
0.38% to 0.06%, respectively. The communication reli-
ability improvement of the RRB scheme over the others665

is because of the collision reductions by using rumor
frames instead of rebroadcasting full frames immedi-
ately.

Figure 9 demonstrates the energy consumption per
frame in order to broadcast the frame over the entire net-670

work. Adopting IEEE 802.15.8 [7], the transmit power
of PD is set 15 dBm. The energy consumption per frame
is obtained by multiplying the transmit power by trans-
mission duration of total bits of the frame and overheads
generated for broadcasting the frame. It is observed that675

the RRB scheme achieved best performance because of
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Figure 9: Average energy consumption per frame.

its advantageous traffic and collision reductions. The
performance of the fullACK scheme remained (approxi-
mately 0.070 J) when the input traffic volume is adjusted
due to its simple reactions for each broadcast frame re-680

ceived. On the other hand, the RRB and piggybacking
schemes showed highest energy consumption (approx-
imately 0.028 J and 0.053 J, respectively) when the in-
put traffic volume reached 200 frame/s approximately.
The energy consumption decreased as the input traffic685

volume increased. This is because these two schemes
performed better reactions to reduce the collision proba-
bility whereas the actual number of collisions increased
in proportion to the traffic volume. Statistical analysis
shows that the RRB scheme reduces the energy con-690

sumption per frame broadcast by 47.42% and 60.52%
compared to the piggybacking and fullACK schemes,
respectively.

6. Conclusion

This paper proposed a reliable broadcast scheme,695

namely RRB, for safety services in dense infrastructure-
less peer-aware communications. The proposed RRB
scheme takes advantage of neighboring relations among
PAC devices (PDs) to broadcast rumor frame, an ab-
stract information, instead of transmitting large broad-700

cast frames. While the full broadcast frames are deliv-
ered on demand. Simulation analysis proved the outper-
formance of the RRB scheme compared to the existing
solutions in terms of overhead reduction and energy effi-
ciency while maintaining a better transmission reliabil-705

ity improvement. Future study should consider a com-
prehensive theoretical analysis compared to a testbed-

based implementation to complete the study. Moreover,
a dynamic retransmission policy should be additionally
developed to flexibly adapt to the collision conditions710

with a strict consideration of network traffic, wireless
channel quality, and user mobility. In addition, machine
learning-based context awareness could be utilized as a
feasible approach for collision predictions.
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