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Abstract

The fifth-generation (5G) heterogeneous networks (HetNets) are gaining attention to be a key enabler that provides
promising infrastructure for the massive proliferation of Internet of Things (IoT) devices and their services. However,
one of the key challenges that the IoT terminals face is the inter-cell interference (ICI) problem since the 5G HetNets
are generally deployed based on a co-channel model that overlays numerous pico eNodeBs (eNBs) on top of macro
eNBs grid on the same frequency band. In order to overcome the ICI problem, we propose a relay-assisted commu-
nication approach by which the data of interfered IoT terminal (iIT) in the ICI area is relayed, via a device-to-device
connection, to its neighboring IoT terminals which has good signal to and from the network. The key component in
this proposed scheme is the relay selection algorithm which aims at maximizing the network resource availability at
the highest priority, as well as device data rate. Firstly, resource availability maximization (RAmax) function deter-
mines an eNB that has maximum resource availability among all neighboring eNBs of the iIT to be a gateway node
for the relay connection to the network (referred to as reNB). Among the IoT terminals associated with the reNB, a
relay IoT terminal (called rIT) linking iIT and reNB is selected by a condition of maximum channel quality to the
reNB. Simulation results show that our proposed algorithm increases total network throughput and the number of
simultaneously served ITs by 44% and 20%, respectively.

Keywords: Internet of Things, 5G Heterogeneous Network, Inter-Cell Interference, Network resource availability,
Device-to-device communication

1. Introduction

A typical fifth-generation (5G) heterogeneous net-
works (HetNets) comprise a grid of macro eNodeBs
(MeNBs) which are well spectrum allocated and de-
ployed for a wide-area coverage purpose. Within each
MeNBs coverage, pico eNodeBs (PeNBs) are intro-
duced to complement coverage black-holes uncovered
by the MeNBs, and also enhance local user equipments
(UEs) throughput. This model is depicted in Figure 1.
Moreover, the MeNB and PeNBs utilize the same fre-
quency channels for data transmission according to the
co-channel deployment model due to spectrum scarcity.
Within this scenario, dedicated signaling channels are
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assigned to the MeNBs for management and control op-
erations serving both MeNBs and PeNBs.

By utilizing this 5G HetNets infrastructure, Internet
of Things (IoT) systems are expected to gain better con-
nectivity and spread services over more geographical ar-
eas at economically feasible costs. However, although
the 5G HetNets provide a significant network through-
put improvement over its predecessors, the negative im-
pact of this co-channel design is still an open issue
which is known to be potential inter-cell interference
(ICI) among eNBs (i.e., MeNBs and PeNBs) [1]. IoT
terminals (ITs) are often based on resource-constrained
platforms, and thus are sensitive to, and will suffer
severely from, inter-cell interference. Therefore, the
ITs located at the edges of PeNBs’ coverage might suf-
fer from poor signal-to-noise ratio (SNR) caused by ICI
problem between MeNBs and PeNBs. It creates a likely
annulus-shaped interference zone around each PeNB.
When an IT locates in these ICI areas, the channel qual-
ity degrades rapidly. As a result, the transmission rate
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Figure 1: An example deployment scenario of a 5G heterogeneous
network (HetNet) with macro eNodeBs (MeNBs) and pico eNodeBs
(PeNBs).

may fall to a very low-rate level. In the worst case, it
may introduce wireless connection loss between the IT
and eNBs.

Among existing solutions which have been proposed
in order to mitigate the ICI problem, most of the solu-
tions have generally attempted to balance resource us-
age and allocation between MeNBs and PeNBs to re-
duce interference intensity. In other words, simulta-
neous throughput improvements for both MeNBs and
PeNBs are not possible at the same point in time. For
instance, an almost blank subframe (ABS) technique [2]
works with the concept that the PeNBs gain their cov-
erages and provide more throughput for its associated
devices if and only if the corresponding MeNB turns off

or reduces its transmit power. Moreover, since IoT sys-
tems may comprise of lightweight terminals based on
resource-constrained platforms with limited capabilities
(e.g. data rate, computation, memory, energy budget,
etc.), existing techniques aiming at high data-rate LTE
user equipments may not be applicable [3].

Unlike prior approaches, our solution aims at sup-
porting the IoT systems by utilizing relay-assisted com-
munication via device-to-device (D2D) connection that
is expected to be popularized among ITs in the IoT
era [4]. A prime example of this approach is the de-
vice relaying with operator controlled (DR-OC) model
proposed by Tehrani et al. [5] which utilizes the D2D
communication standardized in 3GPP TR 22.803 [6]. In
the DR-OC model, a device at the edge of an eNB or in
a poor coverage area can communicate with the eNB by

relaying its information via other devices. The operator
communicates with the relaying devices for partial or
full control link establishment. This approach has some
advantages over the other techniques as follows. First,
it resolves the problem where ITs are in poor SNR areas
without any directly negative impacts on the other ITs
or eNBs. Second, the ITs with poor signals (referred
to as iIT) are able to increase their throughput and re-
duce the transmit power by relaying data through a D2D
connection. In addition to many advantages, the model
exposes some ambiguities that must be addressed suffi-
ciently before it can be used for potential applications
in a real scenario. Especially, the algorithms and crite-
ria for determining the relay IT (called rIT) and relay
eNB (referred to as reNB) are crucial for an effective
relay-assisted communication.

In this paper, we develop a novel algorithm in order
to complement the DR-OC model for determining an
appropriate pair of rIT and reNB for an iIT. The deci-
sion criteria are based on two objectives in a descend-
ing order: (i) maximizing network resource availability,
by which a large number of new iITs can be served by
the network; and (ii) maximizing the throughput of the
iITs. Under these criteria, the proposed resource avail-
ability maximization (RAmax) function determines an
eNB that has maximum resource availability among the
neighboring eNBs of iIT to be a gateway node for the
relay connection to the network. The resource availabil-
ity is defined as maximum time interval during which
an eNB still has sufficient resources to serve a newly
incoming device. Among the ITs associated with the
reNB, a rIT linking iIT and reNB is selected by a con-
dition of maximum channel quality to the reNB. As a
result, a relay connection is established for the iIT go-
ing through rIT and reNB to reach the network instead
of direct poor-quality channels caused by ICI. With the
aforementioned objectives, our scheme supports signif-
icant number of iITs with better throughput improve-
ment and power consumption.

Our contributions in this paper are summarized as the
followings:

• We have categorized the existing prior work on ICI
mitigation techniques in 5G HetNets and identi-
fied their limitations. The taxonomy is based on
the domains where the solutions are utilized in-
cluding frequency-based, time-based, space-based,
transmit power-based, and hybrid approaches (see
Section 2).

• We have described a system model for 5G Het-
Net based IoT systems under typical assumptions.
Based on this model, we proposed a novel relay
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selection procedure that assists iITs to escape from
ICI problem (see Section 3).

• To support the aforementioned relay selec-
tion, we have proposed a resource availability
maximization (RAmax) function which utilizes
M/M/1/K/FCFS queuing model to determine the
most appropriate pair of reNB and rIT for the
relay-assisted connection from iIT to the network
(see Section 4).

• We have shown that the proposed scheme out-
performs the existing techniques in terms of total
network throughput, device energy consumption,
resource allocation, and channel coding rate (see
Section 5).

We discuss the advantages and drawbacks of the pro-
posed solution in Section 6, then concludes the paper in
Section 7.

2. Related work

Interference mitigation techniques have traditionally
been one of the major research issues in wireless net-
works (e.g., [2, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17,
18, 19]). There have also been a significant number of
research aiming at 5G HetNets. In this section, we cat-
egorize the existing solutions for ICI mitigation into (1)
frequency-based, (2) time-based, (3) space-based, (4)
power-control-based, and (5) hybrid approaches, and
provide a taxonomy of the related work.

The frequency-based approach are techniques that ar-
range the frequency spectrum in a way to minimize
overlapped areas among the assigned channels based on
its geometry and function. In the frequency-based ap-
proach, one of the most popular techniques is fractional
frequency reuse (FFR). FFR has been applied early in
mobile networks as a typical method to mitigate the
inter-cell interference problem, wherein the eNBs are
partitioned into non-overlapped regions by using dif-
ferent frequency among neighboring eNBs. Although
FFR is not a new approach, it is still effective in re-
cent mobile generations and is continuously being de-
veloped. The popular FFR techiques include strict FFR,
soft FFR, FFR-3, and optimal static FFR (OSFFR) al-
gorithms [2, 16, 18]. Ever since the development of
LTE systems, the network uses additional channel ag-
gregation (CA) techniques to improve the total through-
put and reduce the negative effects of inter-cell interfer-
ence. The full spectrum is divided into two parts, named
primary and secondary frequencies, respectively. Nor-
mally, the MeNB serves as the primary eNB which uses

the primary frequency to transmit control and signal-
ing information to all users in the control channel and
also supports data connection within a limited band-
width data channel. In addition, the PeNBs act as sec-
ondary eNBs which use the entire secondary frequency
to transmit users data in higher throughput [10]. In the
frequency-based approach, the network must balance
frequency assignment among eNBs within a limited li-
censed spectrum. This approach cannot utilize full ad-
vantage of co-channel deployment.

The time-based approach focuses on scheduling the
radio resources and transmissions in order to reduce
the contention probability in the transmission environ-
ment. The time-based approach includes two sub-
branches: subframe alignment and modulation shift-
ing techniques. The subframe alignment approach re-
stricts or reduces transmission of the main ICI orig-
inator among eNBs (usaully MeNBs) in certain sub-
frames. In case that the MeNB stops or reduces its trans-
mission power, ICI is significantly reduced giving the
PeNBs a chance to extend the eNB range and transmit
at a higher data rate. Two prime examples of this ap-
proach are almost blank subframe (ABS) and reduced
power ABS (RP-ABS), which have been used in LTE-
A networks since the 3GPP Rel.10 standards [8, 15].
Within the modulation shifting techniques, the orthog-
onal frequency division multiplexing (OFDM) symbol
shifting method is a prime example. In the OFDM sym-
bol shifting technique, the subframe chain of PeNBs are
shifted or even muted on the physical downlink shared
channel (PDSCH) by some symbols to guarantee that
the physical downlink control channel (PDCCH) of the
MeNB/PeNBs do not interfere with the PeNBs/MeNB’s
CRS or control channel [7, 17]. Time-based approaches
try to cut off the interference from the main generator
when the victim eNB needs to transfer burst traffic or
important data. Again, the network resource (i.e., time)
is the trade-off point and the throughput of all eNBs can-
not be improved simultaneously.

The space-based approach is a scheme in which mul-
tiple transmit and receive antennas at different loca-
tions are coordinated to provide better network and/or
device throughput, especially in inter-cell interference
area. The prime example of space-based approach is the
coordinated multi-point (CoMP) technique. The princi-
ple of CoMP is to implement multiple transmit and re-
ceive antennas at different geographic locations to im-
prove cell-edge UE experience. CoMP algorithms in-
clude coordinated beam-switching (CBS-CoMP), coor-
dinated scheduling (CS-CoMP), joint transmission (JT-
CoMP) and dynamic point selection (DPS-CoMP) [11,
13, 14, 19]. In a 5G HetNet, massive MIMO is expected

3



to provide high data rate connections for multiple users,
and will be a good target environment for the CoMP
to be deployed widely in real. Although this approach
obtains promising results for the inter-cell interference
problem, it is characterized by complicated deployment
and maintenance.

In power-control based approach, the transmission
power is balanced and scheduled among inter-cell in-
terference generators to achieve better total network
throughput. The power-control approach is usually uti-
lized in coordination with other solutions. As afore-
mentioned for the time-based approaches, with power
control and eNB coverage range extension, the ABS
technique improves its effectiveness by reducing inter-
cell interference and increases total network through-
put [8, 12]. The basic principle of the power-control
approach is also a trade-off in the time and space do-
mains.

Lastly, there are hybrid approaches that exploit the
benefits of aforementioned approaches by combining
two or more of them together to resolve the ICI prob-
lem. One of the most important prior work is the further
eICIC (FeICIC), which was introduced for LTE-A net-
works in the 3GPP Release 11 standard [9]. The FeICIC
focuses on controlling the interference of cell-specific
reference signal (CRS) resources in both the transmitter
and receiver sides. On the one hand, the receiver-based
FeICIC approach relies on interference cancellation to
eliminate the dominant CRS source. When the receiver
recognizes and estimates the strength of the dominant
CRS interferer, the receiver is able to subtract it from
the received signal. On the other hand, the transmit-
ter based FeICIC relies on muting PDSCH resource el-
ements that interfere with the MeNB’s CRS elements
during the RP-ABS duration.

Although existing techniques have obtained notable
achievements in resolving the inter-cell interference
problem, they still have a common shortcoming wherein
all solutions are focused on directly attacking the inter-
cell interference phenomenon to mitigate the prob-
lem. Therefore, they always encounter a trade-off is-
sue between inter-cell interference mitigation (through-
put enhancement) and resource utilization efficiency. In
this work, we utilize relay-assisted communication ap-
proach based on a novel network resource availability
maximization (RAmax) scheme, by which the data of
the devices in the inter-cell interference area are relayed
to its neighboring devices which have good signal to and
from the network via D2D connection. We use the idle
uplink channels or unlicensed frequencies for the D2D
connection between interfered IoT terminals and relay
terminals, then utilize the high quality channels of relay

MeNB

PeNB1

PeNB2

D2D communications

Data channels (co-channels)

IoT terminals

PeNB3

Figure 2: 5G HetNet based IoT system model.

terminals to achieve high throughput for the interfered
IoT terminals.

3. Resource Availability based Relay Selection

3.1. System Model

In this paper, we consider the IoT system architec-
ture based on 5G HetNet as an access environment,
wherein D2D connection is allowed [6]. We assume
the network applies a carrier aggregation-based inter-
ference mitigation technique [20] as mentioned in Sec-
tion 2. The MeNB provides a common control channel
for all ITs in the coverage of both MeNB and PeNBs.
For wireless data transmission, MeNB and PeNBs use
the same frequency channels. The controlling and sig-
naling messages between the MeNB and the PeNBs are
delivered through a X2 backhaul link (Figure 2). Ac-
cordingly, the PeNBs periodically report its current total
throughput and the information of the served ITs to the
MeNB. Since the MeNB and PeNBs are deployed on the
same channels (i.e., co-channel deployment), it intro-
duces inter-cell interference at the edges of the PeNBs’
coverage area.

3.2. Proposed Relay Selection Procedure

We assume that ITs have already established an ini-
tial access control procedure in order to join the net-
work, and the ITs support the ProSe-enable feature (i.e.,
the ITs are able to participate in proximity services
standardized in the 3GPP Rel. 12 [6]). When an IT
is located in ICI areas, the channel quality indicator
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(CQI) decreases to a very low level, potentially intro-
ducing out-of-service behaviors. The interfered IT (iIT)
in the ICI area updates its CQI to the MeNB in order
to re-negotiate a proper modulation and coding scheme
(MCS).

Based on our proposed procedure, the MeNB verifies
the CQI reported from the iIT. If the CQI is less than
a pre-defined threshold, the MeNB asks the iIT follow-
ing the 3GPP ProSe standard [6] to scan its surrounding
environments for a feasible D2D connection. To dis-
cover neighboring ITs, the iIT transmits a certain dis-
covery signature (e.g., a sequence number indicator or
signal patterns) in the dedicated channel for D2D dis-
covery. Neighboring ITs in range of the discovery ra-
dius who receive the iIT’s signature report its measure-
ment results (e.g., the received power or the signal to in-
terference plus noise ratio) to the MeNB. After mapping
the neighboring ITs of iIT with its associated eNBs, the
MeNB obtains a feasible list containing possible eNBs
that could be selected as a reNB for the iIT. Using the
proposed resource availability maximization (RAmax)
function (see Section 4), the MeNB determines which
eNB in the feasible list has the maximum resource avail-
ability to become the reNB. Continuously, the neighbor-
ing ITs list is filtered keeping only ITs whose associated
eNB is the reNB. Based on the filtered neighboring ITs
list, the MeNB elects an IT that has the maximum CQI
from and to the network to be a rIT for the iIT.

After determining the appropriate pair of reNB and
rIT, the MeNB initiates the initialization process for a
D2D data communication between the iIT and rIT. Fol-
lowing 3GPP ProSe application [6], the link establish-
ment/termination, resource allocation, and link adapta-
tion are managed by the MeNB based on periodic mea-
surement information reported from both the iIT and the
rIT. Besides that, the MeNB orders the reNB to provide
additional radio resources for the rIT according to the
requirements of iIT.

3.3. An Example of the Proposed Procedure
An example model is depicted in Figure 3(a). There

are 1 MeNB, 3 PeNBs, and 9 ITs numbered from 1 to 9.
IT1, IT5, and IT7 are associated with PeNB1. IT2 and
IT4 are associated with MeNB. IT6 and IT8 are associ-
ated with PeNB2. IT9 is associated with PeNB3. IT3 is
located in the ICI area between the MeNB, PeNB1, and
PeNB2. IT2, IT5, IT6 and IT7 are in the D2D discovery
range of IT3.

When IT3 is located in the network, it must report its
CQI to the MeNB for negotiating a connection. Since
the IT3 is located within an ICI area, its CQI is very
low. Therefore, the MeNB requests IT3 to take a D2D
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7
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(a) An example 5G HetNet scenario consisting of 1 MeNB, 3 PeNBs, and
9 IoT terminals
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(b) Stage 1: D2D discovery and measurement reports
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(c) Stage 2: Relay-assisted communication establishment

Figure 3: An example scenario and the two stage procedure of the
proposed scheme.

discovery operation by transmitting the pre-defined dis-
covery signal pattern. IT2, IT5, IT6, and IT7 that are
in the discovery range of IT3 will receive IT3’s discov-
ery signal, and thus will calculate the received power
PR(IT3) from IT3 on the D2D channel and report the
results to the MeNB on the common control channel.
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Figure 4: An example of IT5’s resource allocation.

The MeNB collects the report messages and obtains the
received powers PR(IT3) at IT2, IT5, IT6, and IT7 as -
78 dBm, -57 dBm, -65 dBm, and -61 dBm, respectively.
On the other side, the PeNB1, PeNB2, and PeNB3 pe-
riodically update their resource status (i.e., current total
throughput and current served ITs) to the MeNB (Fig-
ure 3(b)).

Based on the neighboring ITs list of IT3, it can be
seen that the associated eNB of IT2 is the MeNB, the
associated eNB of IT5 and IT7 is the PeNB1, and IT6’s
associated eNB is the PeNB2. Therefore, the feasible
list of reNB includes MeNB, PeNB1, and PeNB2. The
MeNB uses the RAmax function to compare resource
availability among the feasible reNBs. In this exam-
ple, we assume that PeNB1 has the maximum resource
availability. Hence, PeNB1 is selected as reNB for the
IT3. Turning back to the neighboring ITs list of IT3,
there are IT5 and IT7 whose associated eNB is PeNB1.
The MeNB compares the CQI level between IT5 and
IT7, and recognizes that IT5 has the best CQI value (i.e.,
14). Therefore, IT5 is assigned as rIT for the IT3 (Fig-
ure 3(c)).

The MeNB controls the initialization process for a
D2D data communication between IT3 and IT5. As
commanded from the MeNB, PeNB1 assigns additional
resources for IT5 to support IT3’s requirement. From
now on, IT3 can utilize relay communication to PeNB1
through a D2D link with IT5. Normally, the D2D trans-
mission operates on the idle uplink channels or unli-
censed frequency spectrum (e.g., 802.11 technology)
depending on the given sensing technique in the net-
work. An example of IT5’s resource allocation is il-
lustrated in Figure 4. The D2D communication is also
managed and controlled by the MeNB to guarantee in-
considerable interference is caused by the D2D link for
the network and other systems.

4. Resource Availability Maximization

In this section, we design the resource availability
maximization function, RAmax, to choose an appro-
priate reNB for an iIT. The goal of the RAmax func-
tion is to determine which eNB has the maximum re-
source availability among others. The RAmax function
includes three steps:

• Estimating the maximum number of ITs that an
eNB can serve based on the ratio between its to-
tal throughput capacity and the summation of min-
imum throughput required by each current IT.

• Using the M/M/1/K/FCFS queuing model, we cal-
culate the mean availability time of each eNB.

• Assigning the eNB which satisfies maximum avail-
ability time among the others to serve as the reNB.

4.1. RAmax Function

Consider a basic scenario where there is one MeNB
and some PeNBs managed by this MeNB within its cov-
erage. This scenario has a potential inter-cell interfer-
ence problem between MeNB and PeNB at the edges of
PeNBs’ coverage. Assume that the grid of MeNBs is
perfectly planned (e.g., OSFFR technique). Thus, (i)
there is inconsiderable interference in the overlapped
area among the MeNBs coverages, and (ii) the PeNBs
located in the overlapped area only cause co-channel in-
terference with their managing MeNB. Hence, the anal-
ysis results of a basic scenario could be duplicated to
apply for the whole network.

Due to the fact that current LTE networks have al-
ready been using a dynamic scheduler for resource al-
location, there exist a variety of possible schedulers. In
this paper, we assume that the network applies the blind
equal throughput (BET) scheduling technique, which is
widely being used in most of state-of-the-art modern
wireless networks [21, 22, 23, 24]. According to the
BET, the average throughput of the i-th IT until time t
(known as Ri(t)) is equal to

Ri(t) = βRi(t − 1) + (1 − β)ri(t), 0 ≤ β ≤ 1, (1)

where ri(t) is the current data rate of the i-th IT served
by the eNB and β is a weight metric.

Let Rmin
i denote the minimum throughput that is re-

quired by the i-th IT. Then the eNB must provide
enough resource blocks for every IT to satisfy all below
conditions simultaneously:

Ri(t) ≥ Rmin
i ,∀i 1 ≤ i ≤ N, (2)
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where N is the number of currently served ITs by the
eNB.

Therefore, the maximum number of ITs (denoted by
a j) estimated at the current time t for which the j-th eNB
can serve is determined by∑N

i=1 Ri(t)∑N
i=1 Rmin

i (t) + (a j − N)Rmin(t)
≥ 1

⇒ a j =


∑N

i=1 Ri(t) −
∑N

i=1 Rmin
i (t)

Rmin(t)
+ N

 ,
(3)

where Rmin(t) is the average minimum throughput of N
number of ITs at time t.

Now, we know that after a j, a new IT attaching to
the j-th eNB will overload that eNB. In other words, a j

represents the current maximum service capacity of the
j-th eNB.

To calculate the mean availability time of the j-th
eNB, we consider the eNB as an M/M/1/K/FCFS queu-
ing system with first-come-first-serve (FCFS) schedul-
ing. The number of new ITs attaching to the eNB fol-
lows a Poisson process with mean arrival rate λ. The
duration that an IT uses services via the eNB before
leaving the network follows an exponential process with
mean service rate µ. Since the model has memoryless
property, the service capacity of the j-th eNB is equal to
a j − N at the current time t.

According to basic queuing theory [25], the number
of ITs in the eNB is a birth-death process. Therefore,
the probability Pa j−N that the eNB are serving a j − N
number of ITs is

Pa j−N =
ρa j−N∑a j−N
i=0 ρi

, (4)

subject to ρ = λ
µ
< 1.

The mean number N of ITs which is being served by
the eNB can be calculated as

N =
ρ(1 − (a j − N + 1)ρa j−N + (a j − N)ρa j−N+1)

(1 − ρ)(1 − ρa j−N+1)
. (5)

Therefore, the mean availability time T j of the j-th
eNB from the current time t is equal to

T j(t) =
N

λ(1 − Pa j−N)
, (6)

subject to ρ = λ
µ
< 1. In the case of ρ ≥ 1, T j(t)→ ∞.

Finally, we obtain the mean availability time T j as
follows:

T j(t) =

 N
λ(1−Pa j−N ) , ρ < 1

∞ ρ ≥ 1
. (7)

Based on the mean availability time analysis, we
compare this value among eNBs. The j-th eNB that has
the maximum value of the mean availability time will
be assigned as reNB for iIT if it satisfies

T j(t) = arg max
1≤i≤M

(Ti(t)), (8)

where M is the total number of eNBs.

4.2. Mean Arrival Rate Refinement with Position Con-
sideration

From Equation (7), we know that the mean availabil-
ity time T j of the j-th eNB depends on the mean arrival
rate λ. Although the IT arrival follows a Poisson pro-
cess, the arrival probability of a new IT is also in pro-
portion with the percentage of the serving area of each
eNB since the serving area of the PeNBs and the ICI ar-
eas overlay the coverage of the MeNB. In other words,
when an i-th new IT is located in the network, it will be
served by the j-th eNB if (Ê) it is located in the serving
area of the j-th eNB or (Ë) it is located in the ICI area
and successfully initiates a relay-assisted communica-
tion via D2D connection through other IT to reach the
j-th eNB. We denote the percentage of serving area of
the j-th eNB as s j. To calculate the s j values, we con-
sider the altitude map and the signal to interference plus
noise ratio (SINR) of ITs, and define the following:

• S M: The probability that a new IT will be served
by the MeNB, i.e., the IT receives the best SINR
from the MeNB and the ICI level is lower than a
defined threshold.

• S rITM : The probability that a new IT will be served
by the MeNB through a relay connection via a rIT,
i.e., the ICI level is higher than the defined thresh-
old and the IT successfully initiates a relay connec-
tion to the MeNB.

• S P j: The probability that a new IT will be served
by the j-th PeNB, i.e., the IT receives the best SINR
from the j-th PeNB and the ICI level is lower than
the defined threshold.

• S rITP j : The probability that a new IT will be served
by the j-th PeNB through a relay connection via
a rIT, i.e., the ICI level is higher than the defined
threshold and the IT successfully initiates a relay
connection to the j-th PeNB.
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• S Z j: The probability that a new IT will be located
in the ICI area between the MeNB and the j-th
PeNB and the ICI level is higher than the defined
threshold, or the received SINR is lower than the
standard receiver sensitivity.

According to conditions Ê and Ë, the probability s0
of the MeNB and s j of the j-th PeNB are respectively
equal to

s0 = S M +
∑

S Z jS rITM , (9)

s j = S P j + S Z jS rITP j , 1 ≤ j ≤ M, (10)

subject to, s0 +

M∑
j=1

s j = 1. (11)

The relationship between the transmit power at the
eNB and the distance from the eNB to the received IT is
described by using path loss models. Nowadays, there
are some popular path loss models that are widely used
for predicting the behaviour of wireless cellular trans-
mission in order to plan coverage maps, such as 3GPP,
Ericsson, Okumura-Hata, COST-Hata, Erceg, Walfish,
ECC-33, and Lee models [26]. To utilize the posi-
tion characteristics of the received IT for estimating
the serving area of the eNBs, we use the COST-Hata
model [27]. The COST-Hata path loss model for urban
areas is formulated as

PL = 46.3 + 33.9log10 f − 13.82log10hB − AH+

+
[
44.9 − 6.55log10hB

]
log10d + 3, (12)

AH = 0.8 + (1.1log10 f − 0.7)hUE − 1.56log10 f ,

where
PL: Path loss (dB)
hB: Height of eNB (m)
hUE: Height of IT (m)
f : Frequency of transmission (MHz)
d: Distance between the eNB and IT (Km).
Denote the transmit power of the eNB and the re-

ceived power of the IT by PT (unit: dBm) and PR (unit:
dBm), respectively. We then have,

PR = PT − PL. (13)

The transmit frequencies, the height of the eNB
tower, the transmit power of eNB, and the IT receiver
sensitivity are assumed to be constant. From Equa-
tions (12) and (13), the maximum distance where the
IT still has the ability to receive the transmission signal
from eNB is an exponential function of hUE . In other
words, it depends on the position of IT due to the land-

3 2 6 8 7 10 8 8 4 8

3 5 7 7 9 8 9 7 10 5

4 5 6 8 11 7 9 9 6 8

3 6 7 9 10 11 12 10 8 7

5 7 9 8 10 13 14 10 11 6

4 7 8 9 11 12 16 15 12 8

2 5 7 9 8 9 11 12 9 10

1 2 5 6 7 8 10 7 8 6

Figure 5: Example of an altitude matrix with [8 × 10] unit areas.

forms of the network area. Suppose that we have prior
knowledge of the altitude map of the area (i.e., a map of
the height above mean sea level - AMSL height). Within
a given scale, we can rasterize the altitude map into a
dot matrix in which each element represents the AMSL
height value of the position. Figure 5 shows an example
of such altitude dot matrix.

Let H be the matrix of the altitude map where the
network is deployed,

Hmn = [xi j]mn, 1 ≤ i ≤ m, 1 ≤ j ≤ n, (14)

where xi j is the AMSL height at the (i, j) position. Then,
the AMSL height matrix of the IT located in the network
area is

[hUE]mn = Hmn + 1.0Jmn, (15)

where Jmn is the unit matrix and 1.0 is the given height
of the IT in meters.

Denote the AMSL height of the MeNB and the j-th
PeNB as xM and xP j, respectively. Then the relative
height of the IT corresponding to the AMSL height of
the MeNB and j-th PeNB are as follows:

[hUE/M]mn = xM Jmn − [hUE]mn, (16)
[hUE/P j]mn = xP jJmn − [hUE]mn. (17)

From Equation (12), the received power of IT from
the MeNB and PeNB are respectively described as

[PR/M]mn = PT/M Jmn − [PL(hUE/M)]mn, (18)
[PR/P j]mn = PT/P jJmn − [PL(hUE/P j)]mn, (19)

and the received power of the iIT in a D2D connection
from the rIT is given by

[PR/rIT ]mn = PT/rIT Jmn − [PL(H)]mn. (20)
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x(1)
i j =


1, if


S INR(xi j) ≥ ε
PR/M(xi j) ≥ γ
PR/M(xi j) = arg max

1≤t≤M

{
PR/M(xi j), PR/Pt(xi j)

}
0, otherwise

(21)

x(2)
i j =


1, if


S INR(xi j) ≥ ε
PR/Pk(xi j) ≥ γ
PR/Pk(xi j) = arg max

1≤t≤M

{
PR/M(xi j), PR/Pt(xi j)

}
0, otherwise

(22)

x(3)
i j =

 1, if
{

S INR(xi j) ≥ ε
PR/rIT (xi j) ≥ γ

0, otherwise
(23)

x(4)
i j =


1, if


S INR(xi j) < ε
PR/Pk(xi j) = arg max

1≤t≤M

{
PR/Pt(xi j)

}
PR/M(xi j) = arg max

1≤t≤M
(
{
PR/M(xi j), PR/Pt(xi j)

}
\ PR/Pk(xi j))

0, otherwise

(24)

Now, to calculate the positions at which an IT can
(or cannot) associate with the MeNB, PeNBs, and rIT
according to the conditions Ê and Ë, we first define
four conditional functions x(1)

i j , x
(2)
i j , x

(3)
i j , x

(4)
i j as shown in

Equations (21), (22), (23), and (24), respectively, where
γ is the standard receiver sensitivity of an IT, and ε is
the SINR threshold of the received signal at the IT.

Then, the number of positions at which an IT can as-
sociate with the MeNB, PeNBs, and rIT (denoted by
VM ,VPk,VrIT , respectively) are

VM =

m∑
i=1

n∑
j=1

x(1)
i j , (25)

VPk =

m∑
i=1

n∑
j=1

x(2)
i j , (26)

VrIT =

m∑
i=1

n∑
j=1

x(3)
i j ; (27)

and number of positions at which an IT is in the ICI
area between the MeNB and the k-th PeNB but cannot
establish a relay connection to any eNB is

VZk =

m∑
i=1

n∑
j=1

x(4)
i j , (28)

Therefore, S M , S P j, S Z j, S rITM , and S rITP j are respec-

tively given by

S M =
VM

VM +
∑

VP j +
∑

VZ j
, (29)

S P j =
VP j

VM +
∑

VP j +
∑

VZ j
, (30)

S Z j =
VZ j

VM +
∑

VP j +
∑

VZ j
, (31)

S rITM =

∑m
i=1

∑n
j=1(x(1)

i j ∩ x(3)
i j )

VM +
∑

VP j +
∑

VZ j
, (32)

S rITP j =

∑m
i=1

∑n
j=1(x(2)

i j ∩ x(3)
i j )

VM +
∑

VP j +
∑

VZ j
. (33)

Figure 6 illustrates an example of service predic-
tion map, calculated by Equations (29)-(33), based on
a given altitude map. The probabilities s0, s j in Equa-
tions (9) and (10) are updated by the formulas for S M ,
S P j, S Z j, S rITM , and S rITP j .

Finally, the mean availability time T j of the j-th eNB
in Equation (7) is updated as follows

T j(t) =

 N
λs j(1−Pa j−N ) , ρ < 1

∞ ρ ≥ 1
. (34)

5. Performance evaluation

To evaluate the effectiveness of the proposed algo-
rithm, we have built a typical network topology that
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Figure 6: An example service prediction map of the experimental al-
titude matrix [300 × 300].

consists of a MeNB and five PeNBs. Although we con-
sider a single MeNB cell for evaluation, as aforemen-
tioned in Section 3, this cell can be duplicated to ex-
pand and represent for the whole network. Moreover,
300 Monte Carlo experiments have been performed,
wherein the positions of PeNBs and ITs are randomly
deployed for each experiment in order to create various
networking scenarios. The parameters used for our sim-
ulation study are summarized in Table 1. We simulated
the network on a map with dimensions of 3000x3000
m2, where each matrix element covers a 10x10 m2 unit
area. The height of the eNB tower is set to 35 m, ex-
cluding AMSL height of the position. The given land-
form map is rasterzied into a dot matrix with a dimen-
sion of 300x300 unit areas. The minimum throughput
required by an IT that must be guaranteed is configured
to be at least 100 kbps. To evaluate the improvements
of the proposed algorithm, we compared the through-
put of each eNB and the whole network for three differ-
ent algorithms: CA technique, ABS technique, and the
proposed algorithm, RAmax. Also, to evaluate the ef-
fectiveness of the proposed algorithm, we consider the
number of ITs that the network can serve simultane-
ously and the number of assigned resource blocks for
each IT in the ICI area as our evaluation metrics.

Table 1: Simulation parameters.

Parameter Value
Network layout 1 MeNBs and 5 PeNBs
Deployment scenario co-channel HetNet
Cumulative ITs 600 devices
Mean arrive rate (λ) 1.2 IT/s
Mean service rate (µ) 0.5 IT/s
Transmit power of MeNB 36 dBm
Transmit power of PeNB 24 dBm
Carrier frequency 2000 MHz
Bandwidth 1.4 MHz for eMTC [28]
Transmit power of IT 21 dBm
Receiver sensitivity (γ) -107.5 dBm [29]
Path loss model COST-Hata
Landforms map Urban area
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Figure 7: The number of simultaneous IoT terminals (ITs) served by
the network.

Figure 7 shows the number of simultaneous ITs
served by the network. When the number of ITs ar-
riving at the network is small, up until around first 200
ITs including the interfered ITs, all the ITs are served
by the network based on the the BET schedule [22]
since all of the eNBs still have enough available re-
sources. However, after that point as new ITs attach
continuously to the network, the eNBs’ capacities ap-
proach close to their maximum limit. Therefore, some
of the new ITs that arrived at the network are dropped
due to lack of available network resources. The maxi-
mum number of simultaneous ITs that the network can
serve by using RAmax, ABS, and CA techniques are
271, 257, and 226, respectively. The result shows that
the proposed algorithm increases by 19.91% and 5.45%
of the number of ITs that can be served by the network
simultaneously in comparison to applying ABS and CA
techniques, respectively, which means that RAmax al-
gorithm improves the resource availability of the net-
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Figure 9: Total aggregate throughput of the network for three different
algorithms ABS, CA, and RAmax.

work.
Figures 8 and 9 show the real-time throughput of the

eNBs and the whole network among the proposed al-
gorithm and other techniques. The proposed algorithm
increased the total throughput by up to 43.96% and
17.07% in comparison to applying ABS and CA tech-
niques, respectively, due to ICI avoidance and higher
spectrum usage efficiency by relaying communication
via an ITs with good signal. Although the proposed
algorithm creates a little extra overhead (i.e., D2D dis-
covery, initial D2D link establishment, and control mes-
sages), the average total network throughput in satura-
tion condition still increases significantly from 22.39
Mbps (CA) and 27.29 Mbps (ABS) to 31.43 Mbps
within 1.4 MHz bandwidth following the 3GPP Rel. 13
for eMTC [28].

Figure 10 plots performances of iITs located in the
ICI area in terms of the number of assigned resource

blocks (Figure 10a), the energy consumption during
each TTI (Figure 10b), and the 3GPP-based code rate
[30] (Figure 10c).

In Figure 10a, in addition to gaining higher network
throughput, the average number of resource blocks as-
signed to the iIT based on the RAmax is also lower
than the ABS and CA techniques. This is because,
without the proposed algorithm, the network has to as-
sign more resource blocks to compensate the iIT for its
low channel quality. However, within the proposed al-
gorithm, the iIT relays its communication via a D2D
link through its neighboring IT that has a good quality
channel. Therefore, the number of resource block that
the network has to assign to satisfy the requirements
of an iIT is decreased relatively by utilizing the better
channel quality of the rIT. Simulation result shows that
the average number of assigned resource blocks for the
iIT decreases from 4.14 RB/UE (CA) and 2.36 RB/UE
(ABS) to 1.29 RB/UE. The lower number of resource
blocks reflects the lower transmission power consump-
tion and higher throughput (as represented in Figures 8
and 9). Moreover, the length of the boxes illustrates
that the number of assigned resource blocks is diverse
among iITs in CA algorithm. Meanwhile, ABS algo-
rithm achieves better result and RAmax obtains the best
result compared to CA algorithm.

Under the assumption that the D2D connection uti-
lizes the unlicensed bands of IEEE 802.11ac technol-
ogy, the time-average energy per one transmission time
interval (TTI) consumed by the iIT to transmit its data
is lower than the CA technique and similar to the ABS
technique. Based on our model, the energy consump-
tion is the summation of the transmission power of the
bidirectional D2D link between the iIT and rIT and the
transmission power of rIT uplink to the reNB. The re-
sult shows that the proposed algorithm still reduces the
transmission power for ITs located in the ICI area by
about 44.15% in comparison with the CA technique (see
Figure 10b).

As a result, due to the interference avoidance ability,
the ITs located in the ICI area within our proposed al-
gorithm get higher code rates. Standardized by 3GPP,
the code rate depends on the modulation and coding
scheme (i.e., the channel quality) and the number of as-
signed resource blocks for each IT. The code rate can
be defined as how effectively data can be transmitted
in 1 ms transport block [30]. The numerical results are
shown in Figure 10c. Although the code rate improve-
ment varies a lot among iITs, the corresponding effect
is generally positive when applying the proposed algo-
rithm. Average code rate of the ITs are 0.401, 0.379,
and 0.302 given by RAmax, ABS, and CA algorithms,
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Figure 10: Performances of IoT terminals (ITs) located in the inter-cell interference area: a) The number of assigned resource blocks; b) The energy
consumption during each TTI; and c) The code rate.

respectively.

6. Discussion

In building up the proposed solution, there are three
participants including the network operator (represented
by the MeNB and PeNBs), the iIT, and the rIT. Clearly,
the network operator benefits more when they partici-
pate in this solution. Due to the radio resource usage
efficiency, the network operator has more free available
resources to support the new ITs. Moreover, through the
high quality channel of the rIT, data rate from an iIT in-
creases significantly, which then gives the network op-
erator more revenue. However, it is not obvious whether
the rIT, by forwarding the data traffic of other iITs and
spending energy to do so, will benefit from using our
proposal. To encourage the IT to participate in the pro-
posed scheme, Tehrani et.al. [5] suggested that the net-
work operator can offer incentives such as a discount
voucher or cashback to the IT’s billing account based
on the data volume it supported for other devices. Al-
though the exact incentive mechanism is left to be de-
termined by the network operator, we believe that the
interests of both the network operator and the ITs can
be met if the network achieves significant improvement
in resource availability and throughput.

In this paper, we proposed an effective algorithm to
select a pair of an eNB and an IT to provide relay-
assisted communications for the ITs with poor signals

in the ICI area to connect to the network. The advan-
tages are represented by the network throughput im-
provement and a reduction in the number of assigned
resource block. However, the proposed algorithm also
has some limitations. Because the algorithm utilizes a
D2D link between ITs to establish a relay connection to
the network, it causes more transmission delay for the
iIT. Furthermore, in the scope of this paper, the authors
limited the study to an one-hop relay connection in or-
der to avoid significant extra latency due to D2D links.
However, we may need to consider multi-hop relaying
for future research to improve the effectiveness. Lastly,
the user privacy and security are not considered and are
assumed to be provided based on the ProSe model stan-
dardized in 3GPP 22.803 [6].

7. Conclusion and Future Work

The 5G heterogeneous network is expected to pro-
vide promising infrastructure for ubiquitous and high
data rate communication in the upcoming Internet of
Things. However, the signals of IoT terminals located
at the edge of the Pico eNBs’ coverage are known to
suffer from significant inter-cell interference from other
PeNBs or MeNBs due to the co-channel deployment
model of 5G HetNets. On the other hand, device-to-
device communication has already been standardized in
3GPP Rel.12 for LTE-Advanced networks, and is devel-
oping to be more widely acceptable in the 5G hetero-
geneous networks where the IoT terminals are located
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densely, especially in urban areas. In this paper, we pro-
posed a novel algorithm which selects the most appro-
priate pair of IoT terminal and its associated eNodeB
with good signals to provide a relay-assisted commu-
nication for the IoT terminals with poor signals in the
inter-cell interference area. The results show that the
total network throughput and the number of simultane-
ously served IoT terminals increases up to 43.96% and
17.07%, respectively. Moreover, the average transmis-
sion energy of IoT terminals consumed during each TTI
decreases by 44.15%. As a future research direction, we
plan to develop an algorithm that utilizes multi-hop re-
laying in order to provide better connection availability
and support more IoT terminals simultaneously.
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