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Abstract

Optimizing the Age of Information (AoI) and minimizing mission time are pivotal in uncrewed aerial vehicle (UAV)-assisted Internet
of Things (IoT) systems to maintain data freshness for time-sensitive applications, particularly in dynamic mobile environments. This
paper tackles these objectives in sparse code multiple access (SCMA) networks, a potential access technology for sixth-generation
IoT communications. In particular, we optimized UAV trajectory by jointly considering AoI and mission time reductions along
with time-critical constraints. Accounting for the dynamic and evolving interactions between IoT devices and UAVs, we modeled
the optimization problem as a Markov decision process and resolved it by a deep deterministic policy gradient-based dynamic
hovering point selection algorithm (DDPG-DHPSA). Our approach especially manages current AoIs and data volumes to dynamically
determine the optimal hovering point sequence forming the UAV trajectory. Simulation results demonstrated that our solution reduces
AoI and mission time by approximately 87% and 73%, respectively, outperforming recent benchmarks.
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1. Introduction

Internet of Things (IoT) has emerged as a crucial enabler
in an era dominated by artificial intelligence, where the de-
mand for smart solutions across sectors is ever-increasing [1].
Advancements in artificial intelligence and networking have cre-
ated safeguarding technology to connect humans and integrate
objects, collectively known as IoT devices (IoTDs), to realize
the vision of global digitization. These devices are integral to
the evolving landscape of fifth- and sixth-generation (6G) tech-
nology. Integrating uncrewed aerial vehicles (UAVs) with the
IoT is a promising solution because UAVs effectively collect
data in IoT ecosystems. Their ability to offer flexible and cost-
effective wireless communication and computational services is
a significant advantage, allowing them to hover over IoTDs and
gather data [2]. Despite these benefits, UAVs have limitations,
such as low transmit power, limited battery life, and compact
antenna size, affecting data processing [3].

An effective communication design is critical in UAV-assisted
IoT systems, particularly under dynamic and challenging net-
work conditions in modern mobile networks. In this context,
sparse code multiple access (SCMA) emerges as a promising ac-
cess scheme for IoT communications in 6G networks, owing to
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its advantages in enhancing spectral efficiency and enabling mas-
sive connectivity. As a special non-orthogonal multiple access
(NOMA) approach, SCMA employs multidimensional constel-
lations and sparse codewords to support overlapping transmis-
sions [4]. By utilizing these multidimensional sparse codewords,
SCMA markedly boosts spectral efficiency and connectivity,
facilitating simultaneous transmissions with minimized interfer-
ence [5]. In contrast to orthogonal multiple access techniques,
SCMA allows concurrent access without strict spectrum parti-
tioning, leading to improved bandwidth utilization. Moreover,
compared to conventional NOMA methods, SCMA streamlines
multi-user detection with efficient message-passing algorithms,
lowering decoding complexity and latency [6]. These unique
features make SCMA particularly appropriate for real-time, high-
density IoT applications, such as UAV-assisted networks with
stringent and dynamic AoI demands. Nevertheless, the criti-
cal challenges of minimizing the age of information (AoI) and
mission time remain in such dynamic network environments.
An effective strategy for addressing these challenges involves
optimizing the UAV trajectory, encompassing three central com-
ponents: dynamically clustering IoTDs, identifying optimal
hovering point (HP) positions, and determining the sequence of
UAV visits.

To address this problem, we proposed a deep deterministic
policy gradient (DDPG)-based dynamic HP selection algorithm
(DHPSA) to optimize the HPs of the UAV trajectory to collect
IoT data. The selection of optimal HPs is based on the AoI and
data volume of the IoTD clusters, prioritizing those with a higher
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AoI and data volume. In summary, the main contributions of
this paper are noted below.

• We consider time-sensitive communication between the
UAV and IoTDs in the uplink SCMA. We formulate the
UAV trajectory optimization problem as a mixed-integer
nonconvex problem to minimize the weighted sum of the
AoI of the IoTDs and the UAV mission time in clusters
simultaneously. This problem is subject to constraints,
including the UAV’s first and last three-dimensional loca-
tion, dynamic IoTD locations, and AoI.

• To address the complexity of this nondeterministic polynomial-
time-hard problem and capture the dynamic nature of the
environment, we transform the original optimization prob-
lem into a Markov decision process (MDP). Then, to
address the problem, we apply dynamic k-means clus-
tering to categorize IoTDs based on their proximity and
determine the optimal number of clusters using the elbow
method. We propose the DDPG-DHPSA for selecting
optimal HPs in every cluster. This algorithm intelligently
considers two critical metrics: the higher AoI and larger
data volume of IoTDs. By prioritizing these factors, the
DDPG-DHPSA aims to minimize the mission time and
AoI in this dynamic UAV-IoT environment.

• Finally, we validate the performance of the proposed al-
gorithm by conducting simulations and comparing them
with several baseline schemes. The results reveal that the
proposed algorithm achieves significant improvement in
terms of mission time and AoI minimization in various
scenarios.

The remainder of this paper is organized as follows. Sec-
tion 2 presents the related work. Next, Section 3 defines the
system model and problem formulation. Then, Section 4 intro-
duces the DDPG-DHPSA. Section 5 provides the simulation
results, performance evaluations, and discussion. Finally, Sec-
tion 6 concludes the paper.

2. Related Work

The UAV is a strong candidate for collecting data from
IoTDs due to its flexibility, mobility, and ability to cover large
areas [7]. Thus, UAVs are promoted and applied to improve data
collection focused on optimizing UAV trajectories [8]. In partic-
ular, Fu et al. investigated the application of UAV to collect data
in both maritime and ground IoT system scenarios [9, 10, 11].
The findings in these studies expose the potential of UAVs to
assist various mobile services when UAV trajectory and com-
munication are optimally designed. Zhu et al. [8] used UAVs to
investigate their promising role in data collection to minimize
the total mission time by optimizing the UAV trajectory. Sev-
eral studies [12, 13, 14, 15] have addressed various contexts to
minimize the AoI, including in UAV-assisted networks. The
expected weighted sum of the AoI was minimized [12] by opti-
mizing the UAV trajectory and scheduling policies by employing
the DDPG algorithm. Liu et al. [13] minimized the average AoI

by optimizing the UAV trajectory, data transfer scheduling, and
energy harvesting of ground sensors using the DQN algorithm.
Sun et al. [14] jointly optimized the UAV flight speed and HP
positions using deep reinforcement learning (DRL) to minimize
the weighted expected AoI. Zhang et al. [15] minimized the
average AoI by optimizing the trajectory of the UAV using the
twin delayed DDPG algorithm.

Likewise, mission time is a critical objective in UAV-based
data collection. Reducing mission time plays a role in applica-
tions where real-time data are critical, such as traffic monitoring,
and allows for more frequent data collection. Several studies
have focused on minimizing the mission time [16, 17, 18, 19].
Zhu et al. [16] jointly optimized the UAV trajectory and wake-up
time allocation to minimize the mission competition time in a
data collection scenario using SCA. Employing SCA to optimize
the UAV trajectory minimizes the completion time [17]. The
mission completion time was minimized using the min–max
multiple traveling salesperson problem algorithm in [18]. Gao
et al. [19] adopted the SCA approach to minimize the maximum
mission completion time by refining the mission allocation, tra-
jectory, and speed. Although algorithms, such as SCA and the
genetic algorithm, are employed in optimizing the UAV trajec-
tory, DRL has become a robust approach to solving complex
and continuous optimization problems, including UAV trajec-
tory optimization [20]. Recent studies [21, 22, 23] proposed by
Chapnevis et al. jointly optimized UAV trajectory for AoI and
mission time reduction in various scenarios with and without
infrastructures. The problem was formulated to be reasonable
by Integer Linear Programming (ILP) methods.

In contrast, Liu et al. [24] studied the UAV trajectory plan-
ning problem to reduce the UAV mission completion time by
jointly optimizing the UAV flying speeds, HP positions, and
visiting sequences. They decomposed the problem into UAV
speed optimization and UAV path optimization problems. They
employed the SCA and genetic algorithm to solve these prob-
lems. Then, the authors integrated the solutions into an AoI-
and-energy-aware trajectory optimization algorithm to solve the
primary optimization problem. Although they used the AoI as a
critical constraint, there are significant differences between their
work and the proposed method. A joint optimization of cluster-
ing, transmission, and trajectory design has been proposed in
[25] to address the AoI minimization problem in UAV-assisted
wireless-powered communication networks. The authors intro-
duced a clustering-based dynamic adjustment of the shortest
path algorithm to minimize long-term average AoI. This ap-
proach demonstrated significant performance improvements by
dynamically adjusting UAV trajectories based on real-time en-
ergy constraints and data freshness. Despite its strengths, this
work did not consider SCMA protocol advantages, which we
explicitly address in our study.

Despite the extensive research on these individual optimiza-
tion objectives, either the AoI or mission time, few studies have
taken a holistic approach to addressing UAV trajectory optimiza-
tion considering the dual objectives of minimizing the AoI and
mission time in modern mobile networks, especially in an uplink
SCMA environment.
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Figure 1: SCMA-based UAV-assisted data collection model.

3. System Model and Problem Formulation

A framework consisting of a single UAV and N IoTDs with
G clusters is considered, as illustrated in Fig. 1, where the UAV
visits all clusters. Table 1 summarizes the notation in this paper.
We propose an SCMA-based UAV-assisted IoT network com-
prising a control station s0 and multiple IoTDs. The IoTDs (the
users) are denoted by U = {1, 2, . . . ,N}, where N represents the
total number of IoTDs. These devices are spatially and unevenly
distributed in a defined area and are dynamically grouped into
clusters to facilitate efficient data management and collection.

The set of clusters at any given time t can be defined as
C(t) = {c1, c2, . . . , cG}, where G denotes the total number of
clusters, as depicted in Fig. 1. Each IoTD u belongs to exactly
one cluster and is represented by the subset Uci ⊆ U. Then,
the position of the uth IoTD in a cluster ci at time t, is defined
as wci

u (t) = (xci
u (t), yci

u (t), 0). The initial location of the UAV
is defined as s(0) = (X(0),Y(0),Z(h)). After it departs from
the control station, the UAV position at time t is formulated as
p(t) = (X(t),Y(t),Z(t)), where each position p(t) depends on
its previous position p(t − 1). The complete trajectory of the
UAV L includes the initial position, the dynamically determined
optimal HPs in each visited cluster, and the final position back
at the control station. These optimal HPs, identified by the
proposed algorithm, are denoted by H = {hp1, hp2, . . . , hpG},
where each HP hpi is associated with a specific cluster ci. The
HP position at time t in a target cluster is defined as uci (t) =
(Xci (t),Yci (t),Zci (t)). The UAV flight path should start and end
at s(0) to maximize the data collection and guarantee the safe
return of the UAV to the control station.

The UAV hovers over the selected HPs in each cluster to
collect data from the IoTDs. The IoTDs send report messages,
including timestamps (to verify the generation time of IoTD
data), data volumes, and their locations, to the UAV. Upon reach-
ing a cluster, the IoTD activates high-speed, long-range new
radio links to transmit the data to the UAV, in which 3GPP Rel.
17 supports communication standards for cellular IoT [26].

3.1. K-means Dynamic Clustering Model
Clustering plays a pivotal role in UAV trajectories by reduc-

ing the travel distance and communication overhead and pro-
viding efficient path planning. The k-means model is a widely
used clustering algorithm that partitions a dataset into k clusters
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Figure 2: Sparse code multiple access (SCMA) codebooks encoding and multi-
plexing an SCMA uplink system.

based on the similarity of data points [27]. Moreover, the IoTDs
are mobile; thus, dynamic k-means clustering is used, which is
illustrated in this paper. We introduced a binary indicator δwu,ci

to represent the link between IoTDs and their allocated clusters.
This link indicates whether a specific IoTD wu belongs to cluster
ci and is defined as follows:

δwu,ci =

1, if IoTD wu is in cluster ci,

0, otherwise.
(1)

The following constraint ensures that each IoTD is assigned
to only one cluster:∑

ci∈C

δwu,ci = 1, ∀wu ∈ U, (2)

where C represents the set of all clusters, andU denotes the set
of all IoTDs.

The set of clusters Cvis visited by a UAV is tracked as fol-
lows:

Cvis =
{
ci ∈ C | σci = 1

}
, (3)

where σci denotes a binary indicator that verifies whether the
UAV has visited cluster ci, which is critical for optimizing UAV
flight routes.

3.2. SCMA Communication Model
This paper considers a mission-critical network where the

UAV communicates with IoTDs via SCMA technology. The
SCMA channel serves as the uplink channel access method for
simultaneous task offloading from multiple IoTDs to the UAV.
Moreover, SCMA is distinguished by its distinct codebooks and
orthogonal resources (subcarriers), facilitating interference-free
communication.

The set of IoTDs in cluster ci is denoted by Uci = {1, 2, . . . , n}
as where n is the total number of IoTDs in that cluster. The to-
tal number of orthogonal resources (subcarriers) is defined as
J = {1, 2, . . . , J}, and the total number of available SCMA
codebooks for the IoTDs is denoted as K = {1, 2, . . . ,K}. The
allocation matrix at time t, FSCMA(t) ∈ KU×K , determines the
distribution of the subcarriers among the SCMA codebooks

3



Table 1: Notation definitions

Symbol Definition Symbol Definition
N Total number of IoTDs in the system G Total number of clusters

ku(t) SCMA codebook assigned to IoTD u at time t u Index of an individual IoTD in a cluster (u = 1, 2, ...,U)
wci

u [t] Position of IoTD u at time t p[t] UAV hovering point position at time t
β0 Path loss at the reference distance α Path-loss exponent
N0 Noise power pu Transmit power of IoTD u on subcarrier j
B Bandwidth dci

cr(t) Euclidean distance from the current UAV location to the
target cluster ci at time t

K Set of SCMA codebooks ψu,ku (t) Indicator function for codebook assignment at time t
ν j,ku (t) Proportion of power assigned to resource j within

codebook ku at time t
AoImax Maximum allowable AoI for device u in the network

AoIci
u AoI of device u in a cluster ci AoIci AoI in cluster ci

DTT(wci
u ) Data transmission time in cluster ci T ci

cp,u Data computation time for IoTD u in cluster ci
T ci

tr Transit time to a cluster Tmission Total mission time of a UAV

allocated to the IoTDs.

FSCMA(t) =


1 0 1 0 1 0
0 1 1 0 0 1
1 0 0 1 0 1
0 1 0 1 1 0

 . (4)

How SCMA works Each IoTD u encodes a set of informa-
tion bits into a codeword to prepare for transmission. This
process involves converting U = log2 F information bits, rep-
resented by vector Iu(t) = [Ik,1, Ik,2, . . . , Ik,U]T , into a complex
codeword for transmission. The chosen codeword, denoted by
xu = [xu,1, xu,2, . . . , xu,M]T , is selected from the SCMA code-
book ku assigned to the IoTD. The dimensions of the SCMA
codebooks are represented by M × F, where M specifies the
codeword dimensionality, and F represents the number of code-
words in each codebook. The selection of sparse codewords
(dr < M) from these codebooks enables effective decoding by
the UAV, even when signals from multiple IoTDs overlap. In
the classical example of the SCMA configuration of U = 6 and
J = 4, each variable node connects to dr function nodes, and
each function node is linked to d f variable nodes, demonstrating
the connectivity and resource-sharing dynamics.

Each IoTD u in cluster ci is assigned a unique SCMA code-
book ku from a set of K codebooks, ensuring orthogonal com-
munication channels and minimizing interference among IoTDs.
The allocation matrix FSCMA(t), with elements ( f j,ku , indicates
whether the jth subcarrier is allocated to IoTD u via codebook ku

at time t. If f j,ku = 1, then codebook ku occupies the jth subcarrier
as indicated in the matrix equation in (4). The SCMA framework
allows for communication channel overloading, which occurs
when the number of IoTDs U exceeds the number of accessible
subcarriers J. The framework is represented by an overloading
factor λ = U

J > 1. Due to the sparsity of SCMA codewords,
multiple IoTDs can share the same subcarrier with minimal
interference.

The primary link between each IoTD in cluster ci and the
UAV is assumed to follow a line-of-sight path, which is typical
in UAV communication scenarios due to their elevated positions.
For each time instant t, the channel power gain huav between the
UAV and an IoTD u in cluster ci can be accurately modeled as

follows:

huav,u(t) = β0d−αcr,ci
(t) =

β0(
Z2 +

∣∣∣pu(t) − wci
u (t)
∣∣∣2) α2 , (5)

where β0 denotes the average channel power gain at a reference
distance d0 = 1 m. In addition, d−αcr,ci

(t) represents the distance
between IoTD u in cluster ci and the UAV, accounting for the
altitude Z and the horizontal distance between the position p(t) of
the UAV and the position wci

u (t) of the IoTD. Further, α denotes
the path-loss exponent, indicating the rate at which the signal
power decreases with distance.

Each IoTD u is assigned a unique SCMA codebook ku from
a set of K codebooks for the efficient use of spectral resources
and to minimize interference, ensuring orthogonal communica-
tion channels. This assignment is indicated by ψu,ku (t), where
ψu,ku (t) = 1 if codebook ku is assigned to IoTD u at time t, to
minimize interference among IoTDs; otherwise, ψu,ku (t) = 0.
An IoTD u is assumed to occupy only one SCMA codebook
to reduce interference (i.e.,

∑
ku∈K ψu,ku (t) = 1). Moreover, pu

represents the transmit power of the device assigned to resource
j in proportion to ν j,ku (t) ∈ [0, 1], ensuring the total power does
not exceed the IoTD power budget of

∑
j∈ku

ν j,ku (t) = 1.
Interference is expected when multiple IoTDs communicate

simultaneously. The interference of IoTD u on the jth resource
is defined as follows:

I j,u(t) =
∑

i∈{|h j,i(t)|2>|h j,u(t)|2}

piν j,ku (t)|h j,i(t)|2. (6)

All IoTDs are set to a fixed transmit power pu(t) and B, the
available bandwidth. The signal-to-interference-plus-noise ratio
for IoTD u using subcarrier j at time t is defined as follows:

γ j,u(t) =
ψu,ku (t)ν j,ku (t)pu(t)|h j,u(t)|2

N0 + I j,u(t)
(7)

where |h j,u(t)|2 represents the channel gain, N0 is the noise power,
and I j,u(t) captures the interference from other IoTDs sharing
subcarrier j.

The transmit rate R j,u(t) for IoTD u on subcarrier j at time t
is computed using the signal-to-interference-plus-noise ratio:

Rci
j,u(t) = log2(1 + γ j,u(t)). (8)
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Thus, the overall transmit rate for IoTD u at time t, consider-
ing all allocated subcarriers, is given by

Rci
u (t) =

∑
j∈J

ψu,ku (t)R j,u(t). (9)

3.3. Age of Information
The AoI is a critical parameter that assesses the freshness

of data, which is vital for mission-critical applications, such as
healthcare and telemedicine, traffic management and control,
and disaster management. For each IoTD u in cluster ci, the AoI
at timeslot t, denoted AoIci

u , is the time elapsed since the most
recent update from u was successfully received and processed by
the UAV. When the UAV arrives at a selected cluster, individual
IoTDs with a higher AoI are prioritized for data updates to
guarantee efficient management of information freshness in the
cluster. Furthermore, an AoI threshold, AoImax, is established to
maintain the relevance and timeliness of the information across
the network as follows:

AoIci
u ≤ AoImax ∀u ∈ U. (10)

The AoI of cluster ci at timeslot t, AoIci (t), is defined as the
maximum AoI observed among all IoTDs within that cluster.
Hence,

AoIci (t) = max
∀u∈ci

{AoIci
u } ≤ AoImax. (11)

This definition reflects the worst-case freshness of information
within the cluster, ensuring that the cluster’s AoI captures the
most outdated data point among its constituent devices.

3.4. Time Consumption Model
In the proposed scenario, the mission time in this system

constitutes the transit/flight time, data transmission time (DTT),
and data computation time.

3.4.1. UAV Transit Time
The UAV flight time or transit time (T ci

tr ) model computes the
time for the UAV to travel to each cluster from the control station.
For a given cluster ci, the transit time is calculated based on the
distance from the current location to the HP in a cluster divided
by the constant speed v of the UAV, calculated as follows:

T ci
tr =

dcr,ci

v
, (12)

where dcr,ci is the Euclidean distance from the current location
of the UAV to cluster ci.

3.4.2. Data Transmission Time
In addition to the flight time, the DTT (DTTci u) is another

critical component, referring to the time it takes for data to be
transmitted from the IoTDs to a UAV. The time depends on the
data volume Vuci and the upload rate Rci

u :

DTT(ci
u ) =

Vuci

Rci
u
. (13)

The total transmission time for cluster ci is the sum of the trans-
mission time for each IoTD in a cluster:

T ci
DTT =

U∑
u=1

DTT(ci
u ). (14)

3.4.3. Data Computation Time
The UAV is assumed to be equipped with a low edge-computing

capacity to process the data from IoTDs partially while collect-
ing it. If all computational tasks from IoTDs in cluster ci are
offloaded to the UAV, the computational time for each IoTD u,
denoted as T ci

cp,u, depends on the computational workload cci
r,u and

the assigned computing resource fc. Thus, the computational
time is given by the following:

T ci
cp,u =

cci
r,u

fc
. (15)

Then, the cumulative computational time for cluster ci is the
sum of the computational time for all IoTDs in the cluster:

T ci
cp =

U∑
u=1

T ci
cp,u. (16)

3.4.4. Clusterwise Time Consumption
The total time spent on the UAV mission in each cluster ci

is defined as T ci . The total UAV mission time in a cluster is the
sum of the transit time between clusters (T ci

tr ) and the maximum
of the total DTT (T ci

DTT ) and computational time (T ci
cp). The max

function is used because the UAV collects and processes data at
the same time, enabling taking the maximum time among the
transmission and computation time. With this logic, the time the
UAV spends in each cluster for transmission and processing is
defined as follows:

T ci = T ci
tr +max(T ci

DTT + T ci
cp). (17)

3.5. Optimization Problem
The optimization problem is given by:

min
H

G∑
i=1

(αT ci (t) + (1 − α) · AoIci (t))

s.t. (11),

C1:
∑
c∈C

δu,ci = 1 ∀u ∈ U,

C2: Zmin ≤ Zci
u (t) ≤ Zmax,

C3: σc,u ≤ 1 ∀c ∈ C.

(18)

where α represents a weighting factor between the mission time
and AoI. Constraint C1 forces every IoTD to join only one
cluster, while C2 manages the heights of the UAV between the
defined minimum and maximum altitude levels. Further, C3
ensures that the UAV visits a cluster only once.

The formulated optimization problem presents a nonconvex
optimization problem, incorporating discrete variables related
to clustering decisions, UAV hovering points, and continuous
variables representing UAV trajectory coordinates and timing
constraints. This complexity arises due to the inherent nonlinear-
ity and coupling of trajectory, communication, and computation
decisions, leading to high-dimensional search spaces. Further-
more, the presence of real-time AoI constraints and the dynamic
mobility of IoT devices make it much more challenging to find a
solution, requiring advanced heuristic or reinforcement learning-
based approaches for practical and efficient solutions.
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Figure 3: The proposed DDPG-DHPSA model.

4. Proposed DDPG-DHPSA Algorithm

Fortunately, DRL has recently emerged as an efficient method
for tackling nonconvex problems in communication networks
[28, 29]. Nevertheless, clustering IoTDs and finding an op-
timal trajectory remain significant challenges, given the vast
number of possible combinations. Accordingly, we propose a
DRL–based framework that combines clustering, deep reinforce-
ment learning, and heuristic trajectory-finding to address these
tasks. Although numerous DRL algorithms could theoretically
be substituted, DDPG has demonstrated particular effectiveness
and stability in similar settings [30, 31]. For this reason, this
study’s primary goal is to integrate clustering with DRL and
heuristic path planning to solve the problem.

This section provides a DRL technique called DDPG–DHPSA,
which is based on DDPG, to solve the optimization problem.
First, this section discusses the primer of DDPG and why DDPG
is best suited for solving the problem. Then, the proposed prob-
lem is transformed as an MDP framework. Finally, this section
demonstrates how to apply the DDPG–DHPSA to the proposed
model.

4.1. DDPG Primer
The DDPG model, an excellent model-free algorithm in

the sphere of DRL, is suitable for high-dimensional continuous
spaces [32]. This approach combines value-based and policy-
based methods, making it ideal for optimizing the UAV trajec-

tory. In the actor network, weights (θπ) are periodically updated,
current actions a′ are selected based on the perceived state s′,
and s′ and R are calculated by interacting with the environment,
defined as π, (a = π(s|θπ). In response to the current environ-
mental state, the actor selects an action carefully chosen from
a range of available actions. The critic network updates the
weight θQ of the value network and provides the current Q value,
Q = Q(s, a|θQ). The critic network estimates the value of the
state-action pairs, guiding the decisions of the actor. Then, the
policy updates for the actor evaluate its actions, considering the
present environmental state, and send the feedback to the pol-
icy network for improvement. Using the Bellman equation, the
optimal accumulative Q-value of the critic is defined as follows:

Q∗
(
s, a|θQ

)
= max

a∈A,r,s′∼E

[
r(s, a) + γmax

a′
Q∗(s′, a′|θQ)

]
, (19)

where r represents the reward from the environment follow-
ing the execution of action a in state s, γ ∈ [0, 1] denotes the
discount factor that reduces the significance of subsequent re-
wards, and s′ and a′ indicate the action to be performed and the
subsequent state.

The DDPG framework combines the best policy determi-
nation and Q-learning techniques. The critical objective of im-
plementing this framework is for the policy to deterministically
link states to their optimal actions to maximize the expected
cumulative reward, denoted by J(s|θπ). The expected cumula-
tive reward is derived based on state s. According to Q-learning
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principles, the learning process of the critic relies on the Bell-
man equation (19). Based on the policy gradient approach, the
parameters of the actor are adjusted as follows:

∇θπ J(θπ) = E
[
∇θπQ

(
s, a|θQ

)]
= E

[
∇aQ
(
s, a|θQ

)
∇θπ (a)

]
= E

[
∇aQ
(
s, a|θQ

)
∇θπ
(
π′(s)
)]
. (20)

Moreover, the DDPG algorithm enhances the original ac-
tor policy π(s|θπ) to encourage exploration by adding noise N
generated by the Ornstein–Uhlenbeck process:

αn = π(s|θπ) +N . (21)

The target actor and target critic networks stabilize the learn-
ing process. Using uniform sampling from the replay buffer, the
actor target network θ′π determines action a′ based on state s′.
The critic target network θ′Q calculates the current value Q and
derives the target value based on it.

The replay bufferRB stores experience tuples (s, a, r, s′). The
minibatchesMB are sampled from this buffer to update the value
and policy networks. Then, the mean squared Bellman error loss
is computed from the minibatches. Thus, for the critic network,
the loss function L(θQ) is calculated as the mean squared error
between the predicted Q-values and the target values as follows:

L(θQ) = Es,a,r,s′∼MB
[(

Q(s, a|θQ) − y
)2] . (22)

In this case, Q(s, a|θQ) is the Q-value predicted by the critic
network for state s and action a with parameter θQ. The expec-
tation E is taken over the minibatch of experiences (s, a, r, s′)
sampled from the replay bufferMB. Further, y is the target value
derived from the optimal cumulative Q∗(s, a|θQ)). Based on the
Bellman equation (19), the target value y is computed as follows:

y = r(s, a) + γQ′θ′Q
(
s′, π′θ′π (s′)

)
. (23)

As defined in (22), the objective is to minimize the mean
squared Bellman error loss to ensure the Q-function (Q(s, a|θQ))
aligns closely with the target value y. To maintain stability while
minimizing the mean squared Bellman error, the parameters of
both the target actor network (θ′π) and the target critic network
(θ′Q) are updated during each iteration of the primary network
update cycle with τ as a target network update rate, as follows:

θ′π ← τθπ + (1 − τ)θ′π

θ′Q ← τθQ + (1 − τ)θ′Q. (24)

4.2. Markov Decision Process Formulation
In the proposed system, the UAV operates as the DRL agent,

making decisions based on its interactions with the dynamic
IoT environment. The role of the UAV involves gathering and
analyzing network data, akin to a central decision-making unit
that manages and optimizes the information flow. Hence, the
UAV trajectory optimization problem is formulated as an MDP,
defined by the tuple (S,A, p, r, γ), including a state space S,
an action spaceA, a reward function (r : S ×A → R), a state
transition p, and a discount factor γ ∈ [0, 1].

Algorithm 1 Dynamic clustering
Input: Set of IoT devicesU (with |U| = N), initial number of clusters Ginit ,
maximum iterations maxiter , convergence threshold ϵ, quality threshold
qthresh, minimum clusters Gmin, and maximum clusters Gmax
Output: Cluster assignments {C1, . . . ,CG}

1: G ← Ginit
2: Initialize centroids {c1, . . . , cG} using optimal HPs H
3: t ← 1
4: loop
5: repeat
6: Assign each u j ∈ U to the nearest centroid ci
7: Update centroids ci to the mean of the assigned points
8: ∆← maxi ∥c′i − ci∥2
9: iter ← iter + 1

10: until ∆ < ϵ or iter = maxiter
11: ∆env ←

∑
u∈U ∥ut − ut−1∥2 + |Ut | − |Ut−1 |

12: if ∆env > qthresh then
13: Initialize the WCS S array
14: for g = Gmin to Gmax do
15: Run the k-means algorithm with g clusters onU, starting from

the previous centroids
16: Calculate WCS S [g −Gmin]
17: end for
18: Gnew ← ElbowMethod(WCS S )
19: if Gnew , G then
20: if Gnew > G then
21: Add Gnew −G centroids near the current centroids
22: else
23: Remove G −Gnew centroids with the least data points
24: end if
25: G ← Gnew
26: C ← InitializeClusters(U,G)
27: end if
28: end if
29: t ← t + 1
30: end loop
31: return C

State Space: The state space S in the SCMA-based UAV-
assisted IoT network comprises the location of IoTDs and a UAV,
the data volume, and the AoI of each device. Each state s ∈ S is
defined as a vector:

st = ⟨Pci (t),Wci
u (t),Aci

u (t),Vci
u (t)⟩, (25)

where Pci (t) = (Xci (t),Yci (t),Zci (t)) and Wci
u (t) = (xci

u (t), yci
u (t), 0)

denote the location of the UAV and IoTDs, respectively. In
addition, (Aci

u (t) represents a vector of the AoI for each IoTD
in the cluster, and Vci

u (t) denotes the vector of the pending data
volumes for each IoTD in the cluster at time t.

Action Space: By adjusting its strategy to HP positioning in
the chosen cluster for optimal data collection, DDPG-DHPSA
determines the following action of the UAV based on the ob-
served state. At every point in its trajectory, a ∈ A represents
a decision the UAV makes, allowing it to dynamically alter its
flight path and data collection strategy in response to the chang-
ing environment at time t:

at = ⟨Hci
u (t)⟩, (26)

where Hci
u (t) denotes the HP in the selected cluster, defined as

Hci
u (t) = (Xci

u (t),Yci
u (t),Zci

u (t).
State Transition Probability: The state transition probabil-

ity acts as a probabilistic indicator for transitioning from one
state s ∈ S to another state s′ ∈ S after executing action a ∈ A
in a given system. This probability quantifies the likelihood of
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such state changes (with probability P(s′|s, a). The state transi-
tion probability considering the Markov property is defined as
follows:

P(s′|s, a) = Pci (s′),Wci
u (S ′),Aci

u (s′),Vci
u (s′)

|Pci (s),Wci
u (s),Aci

u (s),Vci
u (s)). (27)

In practice, the environment’s dynamics can yield numerous
possible next states, arising from combinations of Pci (t), Wci

u (t),
Aci

u (t), and Vci
u (t). By sampling the environment, the transition

probability, P(s′t | st, at), can be estimated for each particular
next state s′t ∈ S

′, with S′ denoting the set of all possible next
states reachable from st under action at. Through extensive
training with a large number of samples, the model learns these
transition probabilities and captures the environment’s behav-
ior, thus guiding the selection of actions that optimizes system
performance over the long term.

Reward Function: The reward function r : S × A→ R en-
courages actions that reduce the overall flight time and AoI while
ensuring efficient data collection from IoTDs. The effectiveness
of achieving the objectives of the UAV actions is quantified.
Actions that reduce AoI and increase the data collection time
are rewarded, whereas actions that increase AoI and prolong
the mission duration are penalized. The agent is responsible for
identifying an optimal policy π∗ that maximizes the expected
reward. Hence, the Q-value is described as follows:

Q(s, a|θQ) = E
 T∑

t=1

γt−1(r|s, a)

 , (28)

where T denotes the number of time slots, and the optimal policy
is defined as follows:

π∗ = arg max
π

Q(s, a|θQ), ∀s ∈ S. (29)

The reward r is defined as the negative of the weighted sum of
the time and AoI in a clusterwise manner:

rt(st, at) = −
G∑

i=1

(αT ci [t] + (1 − α) · AoIci [t] + ξ + P) , (30)

where ξ denotes a coverage bonus reward to encourage the UAV
to cover all devices in the entire cluster, the UAV obtains a rela-
tively large penalty P when it does not meet the constraints set
in ( 18). Moreover, P comprises penalties for critical conditions
Pc and operational constraints Po. The penalty associated with
critical conditions, Pc, is calculated as Pc = γc · nc, where γc is
the penalty coefficient per device that exceeds the critical thresh-
olds for AoI, and nc represents the number of such devices. The
operational constraints Po are penalized by Po = γo if violated
and by 0 otherwise. Thus, the overall penalty P is given by
P = Pc + Po.

4.3. Our Solution
In our dynamic k-means clustering approach, IoT devices

are grouped based on their real-time spatial positions. Initially,
we determine a predefined number of clusters using the elbow

method, which involves analyzing the within-cluster sum of
squares (WCSS) for different cluster counts. The optimal num-
ber of clusters is selected at the “elbow” point where further
improvements in WCSS become marginal. Then, clusters are
updated dynamically at regular intervals or when a significant
displacement is detected to address the mobility of IoT devices.
During each update, devices are reassigned to their nearest clus-
ter centroids. These centroids are then recalculated iteratively
until convergence is reached or a maximum iteration limit is
exceeded, ensuring that the clustering process remains both
efficient and adaptive to changes in mobility patterns. As de-
scribed in Algorithm 1, the algorithm starts by initializing key
variables: the initial number of clusters (Ginit), the centroids,
and the UAV’s starting position (s(0)). At each time step, IoT
devices are assigned to their nearest centroid, and the centroids
are updated until the convergence criterion—defined by a thresh-
old, ε. Accordingly, the UAV’s position is updated using a
normalized random direction vector while ensuring that altitude
constraints (Zmin and Zmax) are satisfied. Additionally, environ-
mental changes are monitored by assessing the movements of
both the IoT devices and the UAV. If these movements exceed
a specified threshold δ, the algorithm re-evaluates the number
of clusters. This is done by running the k-means algorithm for
various cluster counts (from Gmin to Gmax) and recalculating the
WCSS. The optimal number of clusters is then determined using
the elbow method, and the centroids are adjusted accordingly.

The DDPG-DHPSA is strategically designed to minimize
the overall mission time and AoI. For each cluster Ci, the DDPG
algorithm employs reinforcement learning to determine the op-
timal HP Hi based on the AoI and data volume of the IoTDs
in the cluster. The optimized HPs for all clusters are collected
into the set H = hp1, hp2, . . . , hpG. Algorithm 2 provides the
detailed pseudocode. In addition, Fig. 3 presents the architecture
and workflow of the DDPG-DHPSA. It is worthy noting that the
algorithm is regularly recalculated each time the UAV departs
from its current cluster to move to the next hovering location.

4.4. Complexity Analysis
The framework comprises two main components: dynamic

clustering and the DDPG algorithm for determining the hov-
ering points. Therefore, the total complexity of the proposed
framework is the sum of these components.

According to [33], the complexity of the K-Means algorithm
is given by

OK = O(N · K · D · I), (31)

where K, D, and I denote the number of clusters, the data dimen-
sionality, and the number of iterations until convergence, respec-
tively. As the environment scales, the complexity of the dynamic
K-Means algorithm can be approximated by OK ≈ O(N).

The time complexity of the DDPG algorithm is determined
by the actor network architecture [34], expressed as

OD = O

 L∑
l=1

ςl−1 ςl

 , (32)

where ςl is the number of nodes in the l-th layer, and L − 1
is the number of hidden layers. From (25) and (26), the input
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Algorithm 2 DDPG-DHPSA
Input: The environment parameters Pci [t], Wci

u [t], Aci
u [t], and Vci

u [t] and
the DDPG-DHPSA training parameters E, Ts, RB,MB, αactor , αcritic, and
γ, τ, αn
Output: The trained weights of θ of the actor networks for the agent and
optimized HPs H = hp1, hp2, . . . , hpG

1: Initialize the weights θπ and θQ of the deep neural actor network π(s) and
critic network Q(s), respectively

2: Initialize the weights θπ and θQ of the deep neural actor network π(s) and
critic network Q(s), respectively

3: Initialize the target weight θ′π ← θµ of the target actor π′ and target weight
θ′Q ← θQ of the target critic Q′

4: Initialize the replay buffer size RB and minibatchMB; initialize a Gaussian
process with mean = 0 and var = 2

5: Initialize H ← ∅
6: for episode← 1 to E do
7: Initialize state s based on (25)
8: while t ≤ Ts do
9: Observe state s

10: Actor generates action a according to (26)
11: Compute reward r according to (30)
12: Observe the next state s′

13: Store the tuple (s, a, r, s′) in buffer RB
14: Sample minibatch MB tuples from RB to train the deep neural

network
15: Update θQ by minimizing the loss in (22)
16: Update θπ from the policy gradient in (20)
17: Update the target networks based on (24)
18: Increment t
19: end while
20: Extract and store the optimized HPs Hi from the actor network for each

cluster
21: H ← H ∪ Hi
22: end for
23: return θπ, H

layer (l = 0) has 4N nodes, whereas the output layer (l = L)
has 3 nodes corresponding to the hovering point. Hence, as
the environment expands, the complexity of the DDPG-based
hovering point determination can be approximated by OD ≈

O(N).
Summarizing, the total time complexity of the proposed

framework becomes O(N+N) ≈ O(N). Obviously, the proposed
framework is feasible with respect to the environment scale in
terms of the number of IoTDs N. However, in a large-scale envi-
ronment requiring many clusters, a multi-UAV solution based on
our framework could be employed, thereby making it possible
to scale to more extensive networks.

5. Simulation Results

This section includes the simulation environment settings,
simulations, and numerical results demonstrating the effective-
ness of the proposed algorithm.

5.1. Simulation Environment and Setup
The simulation employed an Nvidia GeForce GTX 1650

GPU and Intel(R) Core(TM) i5-9400 CPU. Python 3.10.13 (64-
bit) and PyTorch 1.13.1 with CUDA 11.6 support and Gym
0.26.2 were employed to program the software environment. In
these experiments, we carefully considered the hyperparameters
and training settings and recorded the performance measures for
the analysis and evaluation along with the training progress.

Table 2: Environmental Parameters

Parameter Value
β0 30 (dB)
α 2
N0 -174 (dBm/Hz)

Bandwidth 1 MHz
pu 20 dBm
Vu 0.5 ∼ 1 Mbits

Data-generation timestamp 0.1 ∼ 0.3 s

In the simulation, we assumed that the UAV collected data
from 100 IoTDs in a 200 × 200 m area at a constant speed
of 15 m/s, aligning with the optimal maneuver speed for this
configuration. The UAV flies at altitudes of between 60 and
300 m. For more details, Table 2 lists other environmental
parameters, which are summarized based on [13, 35].

We set two hidden neural network layer values with 512
and 256 nodes with batch and buffer sizes of 16 and 50 000,
respectively, and set the soft update coefficient to 0.01 and the
discount factor to 0.99. We compared the proposed algorithm
with four algorithms.

• Proposed: The proposed method is the main framework
being evaluated, integrating three critical components: (1)
a k-means dynamic algorithm to cluster IoTDs based on
their spatial proximity, (2) a DDPG algorithm to optimize
the HPs of the UAV in each cluster, and (3) an exhaus-
tive search algorithm to find the optimal trajectory of the
UAV across the clusters. The proposed framework com-
bines these techniques to collect data from IoTDs while
minimizing the AoI and mission time.

• WoCluster: The method without clustering (WoCluster)
acts as a baseline comparison where IoTD clustering is not
conducted. Instead, the DDPG method is implemented
to identify the best HP while considering all IoTDs. The
UAV moves to a single HP to gather data from all IoTDs.
This approach provides an understanding of how cluster-
ing influences system performance.

• WoDDPG: In the approach without DDPG (WoDDPG),
HPs are established at the center of each cluster without
optimization using the DDPG algorithm. The UAV visits
each cluster center to collect data from the IoTDs.

• PathGreedy: The greedy technique described in [30, Sec.
III-B] reduces the complexity of the exhaustive search for
determining the trajectory of the UAV. The closest cluster
to the present UAV location is the next cluster to be visited.
Although this approach offers a computationally efficient
method to plan trajectories in real time, a globally optimal
solution cannot be guaranteed.

• KRandom: This approach selects the hovering locations
and trajectory of the UAV at random after clustering the
IoTDs using the k-means algorithm. This strategy serves
as a baseline for comparing the framework performance
in optimizing UAV positioning and path planning against
a random method.
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Figure 4: Clustering Internet of Things devices (IoTDs) using the k-means
algorithm.

5.2. Proposed Framework Analysis
First, we clustered the HPs by implementing the dynamic

k-means algorithm. We applied continuous monitoring of the po-
sitions of the IoTDs, given that the devices are dynamic. When
changes are detected, instead of reclustering the entire dataset,
the algorithm assigns new IoTDs to the nearest cluster and up-
dates the centroid, removing the removed IoTDs from their
cluster and recalculating the centroid. Then, the algorithm re-
assigns the moved IoTDs if necessary and updates the affected
centroids. To optimize the number of clusters in the data, we
estimated the loss function, which was obtained by adding the
squared errors between the cluster centroids and their data points
for scenarios ranging from two to 15 clusters.

Fig. 4a presents the squared error decreases according to the
increase in the number of clusters. The elbow method deter-
mined the optimal number of clusters, which was ten. Fig. 4b
depicts the clustering results, with each cluster represented by
distinct colors. This visualization effectively depicts the cluster-
ing structure and IoTD distribution among the clusters. Fig. 5
presents the training convergence of the algorithm under various
learning-rate configurations. We explored various actor (ra) and
critic (rc) learning rates, selecting values from {1e−3, 5e−4, 2e−4}.

The training results reach convergence after about 250 episodes
across all scenarios, and the case where ra = rc = 5e−4 demon-
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Figure 5: Convergence of the DDPG-DHPSA.
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Figure 6: Hovering points according to Internet of Things device (IoTD) clusters.

strated the highest outcome. To optimize the HPs for each cluster,
we employed the model trained in this best-case scenario. Thus,
Fig. 6 depicts the optimal HPs of all clusters.

We applied the exhaustive search method, ensuring that all
feasible cases were considered and explored to determine the
most optimal trajectory. Fig. 7 displays the two-dimensional
optimal trajectory.

5.3. Performance Evaluation
This section demonstrates the effectiveness of the proposed

algorithm using extensive simulations.
Fig. 8 depicts the relationship between the data volume and

AoI performance for the proposed algorithm and the WoDDPG,
KRandom, WoCluster, and PathGreedy algorithms. The results
demonstrate that the AoI scales linearly with increasing data
volume across all five approaches. This proportional growth in
the AoI can be attributed to the fact that larger data volumes
require more time to transmit, leading to older information be-
ing received at the destination. When examining the proposed
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algorithm, the AoI displays an 11% relative increase as the data
volume increases by 0.1 MB. This substantial degradation in
information timeliness underscores the critical influence that the
data size has on the timeliness of the delivered content in the
system. The comparative analysis of the five algorithms high-
lights that the proposed scheme consistently achieves a lower
AoI across the tested range of data volumes. This finding sug-
gests that the optimizations employed in the proposed method
are effective at mitigating the AoI penalty incurred by the in-
creased data size, offering superior performance in maintaining
the timeliness of the transmitted information.

Accordingly, the proposed method performs better than the
PathGreedy, WoDDPG, WoCluster, and KRandom schemes by
roughly 8.2%, 73%, 87.5%, and 132%, respectively. Based on
the numerical results, the multistage approach is effective. The
result indicates that clustering IoTDs and applying the DDPG-
DHPSA improves the system performance 87.5% and 73%, re-
spectively.

Fig. 9 illustrates the effect of varying the data-generation in-
tervals on the AoI performance for the proposed scheme and the
four comparative approaches. The data-generation timestamps
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Figure 9: Performance by data-generation timestamp.

for the IoTDs were varied from 0.1 to 0.3 s to investigate the
effect of delayed data generation on the AoI of the system. The
results reveal that, as the data-generation intervals increase, the
AoI decreases. The inverse relationship observed in the graph
is attributed to the fact that a lower data-generation frequency
would reduce the time that the data at the IoTDs spend waiting
in the queue to be sent to the UAV. Therefore, the data waiting
times are reduced, leading to a lower AoI at the destination. The
proposed scheme significantly improves AoI performance, re-
ducing it by an average of 4.91% for each 0.5-s increment. This
significant enhancement highlights the effectiveness of the pro-
posed approach in minimizing the AoI and ensuring the timely
delivery of information from the IoTDs to the UAV. These results
highlight how crucial it is to consider data-generation patterns.

Fig. 10 presents a comprehensive analysis of the mission
time at each cluster, comprising two critical components: the
transit time of the UAV and transmission time from the IoTDs
to the UAV. Quantitatively, the mission time is dominated by
the transmission time from the IoTDs to the UAV, consistently
accounting for a greater proportion of time than the UAV transit
time. The transmission time constitutes about 60% to 80% of the
total mission time across all clusters, as presented in Fig. 10(a).
This observation highlights the significant influence of the data
transmission overhead on the overall mission efficiency and
emphasizes the importance of optimizing the communication
protocols between IoTDs and the UAV. Moreover, the clusters
are sequentially labeled according to their order in the UAV
trajectory planning.

Fig. 10(b) displays the distribution of the mission time across
clusters. As the UAV progresses along its path, the mission du-
ration monotonically increases from one cluster to the next. The
explanation for this phenomenon is that the subsequent clusters
are dependent on the completion of tasks at the previous clusters.
Clusters further along the UAV trajectory are subjected to longer
mission times due to the compounding effect of waiting for the
UAV to traverse and complete its tasks at all prior clusters. This
sequential nature of the UAV operation introduces a cumulative
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Figure 10: Mission time allocation.

delay that prolongs the mission duration for clusters encountered
later in the trajectory. For instance, Cluster 1 must wait until the
UAV transits from the station to Cluster 0, followed by the tran-
sit from Cluster 0 to 1, once the data transmission in Cluster 0
is complete. This approach creates a bias in the transmission
and transit times that affects the mission time. The transmission
time and trajectory of the UAV are attractive areas of research
for ensuring fairness requirements in systems with varying data
demands.

Fig. 11 investigates the AoI at each cluster by computing the
statistics on the AoI in 100 states. The AoI for clusters increases
due to their order in the trajectory, as clusters farther away in the
trajectory require more time for mission completion. In addition,
HPs and the UAV trajectory are updated as the data demands
and IoTD distributions change, creating variations in the AoI of
each cluster. This finding implies that the proposed approach is
suitable for various scenarios.

6. Conclusion

This paper investigated the challenges of optimizing the
UAV trajectory in data collection in IoT networks, focusing
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Figure 11: Age of information statistics by cluster.

on minimizing the AoI and mission time in an SCMA-based
UAV-assisted network architecture. To address the complex-
ity of the problem, we formulated it as a mixed-integer non-
convex optimization problem, which was transformed into an
MDP to capture the dynamic nature of the system. The pro-
posed solution approach comprises two critical components.
First, we employed a k-means dynamic clustering algorithm
to group IoTDs based on geographical proximity. Then, we
developed the DDPG-DHPSA to identify the optimal HPs in
each cluster. The extensive simulation results demonstrated that
the proposed framework significantly outperforms the baseline
approaches: WoCluster, WoDDPG, PathGreedy, and KRandom.
The implementation of k-means dynamic clustering and the
DDPG-DHPSA achieved about 87.5% and 73% improvements
in system performance, respectively. These results underscore
the effectiveness of the proposed approach in optimizing the
UAV trajectory, minimizing the AoI, and reducing the mission
time. Future research directions include exploring the deploy-
ment of multiple collaborative UAVs to cover larger areas and
addressing the fairness problems related to the mission time al-
location over the clusters. In addition, a comprehensive analysis
of the solution in different multiple access environments should
be studied.
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