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Abstract

The synergy of uncrewed aerial vehicles (UAVs) and the rate-splitting multiple access (RSMA) technique has thrived as a crucial enabler
for multi-user broadband sixth-generation networks. This paper investigates a UAV-aided RSMA downlink communication system considering
user mobility and the uniform rectangular array antenna design. In particular, the sum-rate maximization problem is formulated where the UAV
beamforming matrix, common rate allocation, and UAV trajectory design are jointly optimized. The deep deterministic policy gradient (DDPG)
approach has been proposed to address the nonconcave objective function. In addition, the safe action shaping technique is incorporated into
the algorithm to satisfy the variable constraints of the problem statement. The numerical simulation results demonstrated that the proposed
approach outperformed other benchmark schemes in various settings of transmit powers and fading environment levels.
© 2023 The Authors. Published by Elsevier B.V. on behalf of The Korean Institute of Communications and Information Sciences. This is an open
access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

To cope with the unprecedented growth of the Internet
of Things (IoT) paradigms and their applications, the in-
tegration of uncrewed aerial vehicles (UAVs) into mobile
ecosystems has increasingly thrived owing to their dynamic
and quick implementation [1]. In addition, another leading
advantage of UAV systems is that such platforms are becom-
ing progressively smaller and consuming less energy, signifi-
cantly lowering the cost of manufacturing and installation [2].
Thus, the UAV has been considered as one of the most
propitious enablers to complement the three-dimensional (3D)
wireless communication architecture envisioned for the sixth-
generation (6G) networks [3]. In this context, UAV acts as an
aerial base station (BS) to provide line of sight (LoS) wireless
channels to ground IoT devices, leading to UAV-aided commu-
nication systems [4]. Numerous studies have investigated the
benefits of these systems. For instance, Hua et al. designed
the optimized trajectory of multiple UAVs to provide efficient
downlink communications [5]. In [6], Yeom et al. investigated
a multi-UAV-aided downlink NOMA network with a virtual
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full-duplex proposition to address the outage probability met-
rics. Nonetheless, none of the aforementioned works addressed
the state-of-the-art rate-splitting multiple access (RSMA) tech-
nique, which was proven to outperform NOMA regarding
various metrics [7–9].

In particular, the RSMA mechanism is an efficient access
technique that effectively exploits the advantages of multiple
antenna designs for massive IoT device scenarios [10]. In
particular, according to the numerical results in [8], RSMA can
handle the curse of mobility expected in the sixth-generation
(6G) networks. Ahmad et al. studied the coverage of the cloud-
radio access RSMA network, in which the UAV is an aerial
BS providing downlink communication [11]. However, the
UAV was set in a fixed location, instead of being studied
while efficiently traveling and hovering. Jaafar et al. studied
the UAV-aided RSMA downlink communication, in which the
joint variables of the precoding matrix, common rate vector,
and UAV location are optimized to maximize the weighted
sum rate of the system [12]. Bastami et al. investigated the se-
crecy max–min fairness rate considering an imperfect channel
and eavesdropper in UAV-aided cooperative RSMA downlink
communication [13].

Nevertheless, these previous studies considered the dom-
inant LoS channel model, which is believed to be an im-
practical and obsolete model. In addition, the user mobility
model has not been provided, particularly in these existing
Korean Institute of Communications and Information Sciences. This is an
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tudies. Furthermore, the mentioned studies applied conven-
ional optimization methods, such as alternative and convex
ptimizations. These approaches are immensely complex and
omputationally burdensome, and they are workable in low-
imensional environment settings with prior knowledge of
he channel state information (CSI). In contrast, deep rein-
orcement learning (DRL)-based approaches are capable of
xtracting the features of the dynamic channel pattern, and de-
ermining the joint optimal action sets with a lower complexity
nd faster execution time [14]. Motivated by these observa-
ions, the main contributions of this study are summarized as
ollows:

• First, we investigate a UAV-aided RSMA downlink com-
munication system, in which, the mobility functions and
uniform rectangular array (URA) beamforming design of
the UAV are considered.
• Second, we formulate the sum-rate maximization prob-

lem statement, where the UAV beamforming matrix,
common rate allocation, and UAV trajectory design are
jointly optimized. In addition, the formulated problem
is transformed into a Markov decision process (MDP)
framework as a DRL task. In this framework, the UAV
interacts, observes, and learns the channel patterns with-
out any prior CSI acknowledgment.
• Third, a DRL-inspired approach was proposed to address

the optimization problem. In addition, a safe action-
shaping technique was integrated into the proposed al-
gorithm to satisfy all constraints.
• Fourth, we evaluated the performance of the proposed

method and compared it with benchmark schemes to
demonstrate the superiority of the proposed approach,
especially with regard to the maximum sum-rate metrics.

The rest of the paper is organized as follows. Section 2
nvestigates the system model. Section 3 provides the problem
ormulation and transformation. Next, Section 5 presents the
valuation of the simulation performance of the proposed
ethod in Section 4. Finally, Section 6 concludes the paper.

. System model

In the studied scenario, a mobile network where a UAV,
quipped with URA N1×N2 antennas, is employed to provide
ervice to K ground IoT devices. As illustrated in Fig. 1,
he UAV travels to facilitate the air-to-ground channel and
ransmit signals to ground users. In this scenario, the UAV
nd K users are progressively moving to mimic the dynamic
ractical scenario. For simple indication, k = 0 and k ∈ [1, K ]

indicate the UAV and the k-th ground user, respectively. we
propose the movement functions determined using the three
independent variables, including the moving time δ, the UAV
velocity Vk(t) ∈ [0, V max

k ], and the directional angle ϕk(t) ∈
[0, 2π ] on the xy-plane representing the moving direction of
the device. Each timeslot t comprises two intervals, including
the moving and hovering intervals, where the hovering time is
calculated by |t − δ|. In particular, the UAV hovers to provide
16
Fig. 1. Uncrewed aerial vehicle-aided rate-splitting multiple access downlink
transmission system, where an aerial base station traverses to serve K ground
sers.

ommunication to the users after having traveled for δ s. The
ext location can be calculated as follows:

xk(t + 1) = xk(t)+ δVk(t) cos(ϕk(t)),
yk(t + 1) = yk(t)+ δVk(t) sin(ϕk(t)),

(1)

here the velocity and the directional angle of the k-th user
re uniformly generated from the distributions CN (V max

k , 1)
nd CN (2π, 1), respectively.

In comparison with terrestrial communication settings, the
ir-to-ground links are dominated by the elevation angle and
ltitude of the aerial BS [15]. As in [16], the block-fading
ician model for the channel from the aerial BS to the k-th
ser is defined as

k = Lhk

(√
κ

κ + 1
hLoS

k +

√
1

κ + 1
hNLoS

k

)
, (2)

here κ is the Rician factor, hNLoS
k ∼ CN (0, 1) is the NLoS

component, and hLoS
k is the LoS component, which is ex-

pressed as

hLoS
k = ak(φe

k , φ
a
k ) = vec

(
aN1 (ρ)aT

N2
(ζ )
)

, (3)

here ak(·) ∈ CN×1 is the steering array defined by the
zimuth angle of departure φa

k and elevation angle of departure
φe

k . We adopt the steering array as in [17], in which the
operator vec(·) maps an N1×N2 matrix into an N -dimensional
array by stacking the column elements of the matrix, i.e., N1×

N2 = N . The aN1 (ρ) and aN2 (ζ ) are calculated as follows:

aN1 (ρ) = [1, e jρ, . . . , e j(N1−1)ρ]T ,aN2 (ζ )

= [1, e jζ , . . . , e j(N2−1)ζ ]T ,

where

ρ =
2π

λ
dN1 cos φa

k sin φe
k =

2π

λ
dN1

x0 − xk

d0,k
,

ζ =
2π

dN2 sin φa
k sin φe

k =
2π

dN2

y0 − yk ,

λ λ d0,k
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Fig. 2. Depiction of the steering array vector where the incoming signals
are incidental from the uncrewed aerial vehicle to the k-th user.

in which λ is the wavelength, dN1 and dN2 are the respective
istances between the two consecutive vertical, and horizon-
al antennas; d0,k =

√
(x0 − xk)2 + (y0 − yk)2 + H 2 is the

distance between the UAV and k-th user. In addition, Fig. 2
depicts the steering array of the incoming signal traverse from
the UAV to the k-th user.

For the RSMA physical layer design, a robust downlink
one-layer rate-splitting setting is studied. User-distinct mes-
sages are divided into common and private submessages. Then,
all common messages of the K user are encoded into a
single stream s0. In addition, K private messages are encoded
into separate private streams {sk}. Thus, the stream vector to
be transmitted is signified as sk = [sc, s p

1 , . . . , s p
K ]T . Given

P = [pc, pp
1 ..., pp

K ] ∈ CN×(K+1) as the precoding matrix, the
received signal at the k-th user is written as

yk = hH
k pcsc

+ hH
k pp

k s p
k  

desired signal

+

∑
j∈K, j ̸=k

hH
k pp

j s p
j  

interference signal

+σk, (4)

here σk is the additive white Gaussian noise. Furthermore,
he constraint of the transmit power budget at the UAV follows

k∈K ∥pk∥
2
≤ Pt where Pt is the maximum transmit power.

At the receiver, each user reconstructs its intended message
y first decoding the common stream sc by treating all private

streams as noise. Then, the k-th user decodes its correspond-
ing private stream s p

k by treating the interference from the
other private streams as noise. The decoded common and
private messages are eventually combined. The corresponding
signal-to-interference-plus-noise ratio of the common and pri-
vate streams at the k-th user can be respectively obtained as
follows:

γ c
k =

⏐⏐hH
k pc

⏐⏐2∑
j∈K

⏐⏐⏐hH
j pp

j

⏐⏐⏐2 + σ j
2
, (5)

p
k =

⏐⏐hH
k pp

k

⏐⏐2∑ ⏐⏐⏐hH pp
⏐⏐⏐2 + σ j

2
. (6)
j∈K, j ̸=k j j

17
The achievable rate of user k is calculated as Rc
k = log2(1+γ c

k )
and R p

k = log2(1+ γ
p

k ), respectively.

Rc
k = log2(1+ γ c

k ), R p
k = log2(1+ γ

p
k ). (7)

o ensure sc is successfully decoded by all users, the ac-
ual rate of the common message Rc cannot exceed Rc =

min(Rc
1, . . . , Rc

K ). As sc contains all common submessages of
K users, the rate distribution of Rc should adapt to the num-
ber of sub-messages that each user contributes. By denoting

k as the portion of Rc allocated to the k-th user for W c
k ,

i.e.,
∑

k∈K Ck = Rc, the overall achievable rate of user k
comprises the relevant part of the rate of sc and the rate of
s p

k , which is mathematically expressed as Rk = Ck + R p
k .

3. Problem formulation

In this study, the achievable sum-rate (ASR) maximization
problem is formulated. The precoding matrix P, common rate
allocation c = [C1, C2, . . . , CK ], and variables ϕ0(t) and
V0 for the UAV movement are jointly optimized with the
objective of maximizing the ASR. The optimization can be
mathematically formulated as follows:

P1 : max
P(t),c(t),ϕ0(t),V0(t)

K∑
k=1

Rk(t), (8a)

s.t.
∑
k∈K

∥pk∥
2
≤ Pt , (8b)∑

k∈K

Ck ≤ min(Rc
1, . . . , Rc

K ), (8c)

Rk ≥ Rth,∀k ∈ K, (8d)

Ck ≥ 0,∀k ∈ K, (8e)

0 ≤ ϕ0 ≤ 2π, (8f)

0 ≤ V0 ≤ Vmax , (8g)

where Rth is the minimum desired rate. The transmit power
constraint is expressed as (8b). Constraint (8c) guarantees
that the common stream is successfully decoded by all users.
Constraints (8d) and (8e) ensure that the rate is a positive
value and must exceed a threshold to satisfy the quality of
service. Constraints (8f) and (8g) denote the value range of
the directional angle and UAV velocity.

To solve the proposed problem, we transform (8) into
an MDP framework including the state, action, reward, and
policy. Then, the DRL-based algorithm can determine the
optimal solutions for the proposed problem statement. Each
compartment of the MDP framework is further described
below.

(1) State: The locations of K users are insufficient enough
for the agent to extract the features of the studied environment.
Thus, we introduce a x̄k as the calculation of the mean values
of the locations of K users at each step. The (2+ K ∗ 2+ 1)-
dimensional state includes the x, y coordinates of the aerial
BS, x, y coordinates of the K users, and the common rate of
the last step.

(2) Action: After observing the state, the agent determines
the joint actions of the precoding matrix P(t), the common
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ate vector c(t), the directional angle ϕ0(t), and the UAV
peed V0(t). The action space A is the combination of all the
ossible continuous values of these variables. The precoding
lement pk is a complex value that comprises the real part
arts (i.e., pk = ℜ(pk,n)+ jℑ(pk,n)).

(3) Reward: The agent determines actions to maximize
he accumulative expected reward; thus, the reward function
r : S × A → R) should be decided related to the objective
unction (8a). Thus, the objective is to maximize the ASR
i.e., r (t) =

∑K
k=1 Rk(t)).

. Proposed approach

This section proposes a DRL-inspired approach with action
haping to satisfy the action constraints in (8a). First, the pre-
iminaries of the deep deterministic policy gradient (DDPG)
lgorithm is introduced. Because the studied environmental
roblems comprise huge state space and action space dimen-
ions, deep neural network (DNN) models are used as univer-
al approximators to extract and learn features of the complex
igh-dimensional state space S. Specifically, the DDPG ap-
roach parameterizes the policy µ(s|θµ) and the critic network

Q(s, a|θ Q) with the weight parameter sets θµ and θ Q , respec-
ively. To achieve the optimal policy µ∗(s|θµ) that determines

the optimal joint actions a∗ to achieve the expected accumula-
tive Q-value Q∗(s, a|θ Q), the Bellman equation can be solved,
which is mathematically expressed as

Q(s(t), a(t)|θ Q) = max
a∈A

[
r (t)+ γ Q(s(t + 1), a(t + 1)|θ Q)

]
.

(9)

replay buffer D comprising the tuple of the state s(t), action
(t), reward r (t) and next state s(t+1) at each time slot is used
or the sampled updating process. The tuple of experiences is
niformly sampled and stored, then input into the DNN models
or training. In addition, the target actor network µ′(s|θµ′ ) and
arget critic network Q′

(
s(t), a(t)|θ Q′

)
are also employed to

iminish the instability learning issue [18]. The overall mean
quared bellman equation Q-value loss L(θ Q) is defined as

L(θ Q) = Ess (t),as (t),rs (t)∼B
[
(Q(ss(t), as(t)|θ Q)− y(t))2] , (10)

here Q(ss(t), as(t)|θ Q) is the value of the chosen action as(t)
t state ss(t). In addition, y(t) is defined as

y(t) = rs(t)+ γ Q′
(

ss(t + 1), µ′(ss(t + 1)|θµ′ )|θ Q′
)

. (11)

Moreover, to enhance the exploration of the training sam-
le, the continuous policy µ(s(t)|θ Q) is modified as follows:

(t) = µ(s(t)|θ Q)+N (t), (12)

here N (t) is added noise to ensure the exploration of the cur-
rent policy. Such noise is generated based on the Ornstein Uh-
lenbeck process as in [19]. Nevertheless, the additional Orn-
stein Uhlenbeck noise induces the violation of Constraint (8).
We use the Sigmoid activation to scale the actor output in the
range of [0, 1] (i.e., 0 ≤ µ(s|θ Q) ≤ 1) and introduce an action
shaping function that rescales the true value of P(t), c(t), ϕ0(t)
and V0(t). For notational simplicity, ā denotes the action di-
rectly output from µ(s|θµ) followed by the Sigmoid activation,
whereas a is the action being scaled to the true value.
 s

18
In terms of the beamforming action, redefine the k-th beam-
forming vector, pk is redefined as p̄k = [α1, α2, . . . α2N−1, αN ]T

∈ R2N where 0 ≤ α ≤ 1. The true-scaled value of the
beamforming action is calculated as follows:

ℜ(pk,n) =
Pt
√
Υk

α2n−1, ℑ(pk,n) =
Pt
√
Υk

α2n, (13)

where Υk =
∑n=2N

n=1 αn,∀k ∈ K. Regarding the common rate
action c, the Softmax function is used to sum the K elements
of c̄ = [β1, . . . βK ]T

∈ RK into 1. The true-scaled value of the
ommon rate value is calculated as follows:

Rc = min(Rc
1, . . . , Rc

K )

(
K∑

k=1

βk

)
. (14)

The velocity and direction angle of the UAV moving func-
tion are rescaled:

V0 = V̄0Vmax , ϕ0 = ϕ̄02π. (15)

Thus, the original action determined by the policy at each step
is re-defined as

¯(t) = {α1(t), . . . , α2M (t), β1(t), . . . , βK (t), V̄0(t), ϕ̄0(t)}.
(16)

ue to the continuous action space, the Q-network is differ-
ntiable with respect to the action. Thus, the sampled policy
radient method is constructed to update the parameter sets of
he policy, which is expressed as

µ
← θµ

+
lrµ

|B|

B∑
s=1

∇θµµ(ss |θ
µ)∇as Q(ss, as |θ

Q)|a=µ(s|θµ) (17)

The weights of the two target networks are updated using
“soft” target update with constant ℸ≪ 1, expressed as

θ ← ℸθ + (1− ℸ)θ. (18)

he safe action-shaping DDPG (SAS-DDPG) algorithm for
olving the maximum sum-rate problem in (8) is provided in
lgorithm 1.

. Simulation results

This section evaluates and compares the performance of
he SAS-DDPG to other benchmark schemes in different sys-
em scenarios through computer simulations. In particular, we
tilized PyTorch with Python 3.8.5 on a server with an Intel
ore i7-12700 CPU, an Nvidia RTX 3070 GPU, and 32 GB of
emory to carry out the simulations. The system parameters

re summarized in Table 1.
First, the performance of the SAS-DDPG approach is eval-

ated in various scenarios. To explicitly emphasize the supe-
iority of the combination of the SAS-DDPG approach and
he RSMA technique, we simulate the proposed approach
ompared to the original DDPG approach in the NOMA
nd RSMA settings. In addition, the soft actor–critic method,
reedy, random, and the SAS-DDPG with trajectory only are
onsidered as benchmark schemes. Regarding the greedy and
andom schemes, the action value is quantized into discrete

pace and find the optimum action at each time step.
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Fig. 3. Records of the uncrewed aerial vehicle trajectory training in 2500 episodes and testing in 100 episodes with K = 10 and N = 25.
Algorithm 1 Safe action-shaping deep deterministic policy
gradient algorithm

1: Initialize hyperparameters: γ, lrc, lra, B, D,ℸ
2: Initialize critic network Q(s, a|θ Q ) and actor network µ(s|θµ) with

weights θ Q and θµ

3: Initialize the target network Q′ and µ′ with weights θ Q′
← θ Q and

θµ′
← θµ

4: for episode = 1...E do
5: Generate locations of the UAV and K users
6: Observe the initial state s(1)
7: for step = 1...T do
8: Observe state s(t)
9: Select and execute overall action ā(t) according to (12)

10: Shape the actions according to (13), (14), and (15).
11: Observe reward r (t) and next state s(t + 1)
12: Store experience (s(t), a(t), r (t), s(t + 1)) in buffer D
13: Uniformly sample a batch of B
14: Update parameter θ Q by minimizing the loss according to (10)
15: Update parameter θµ using the sampled policy gradient method

according to (17)
16: Update the target networks according to
17: end for
18: end for
19: Return θµ∗

Fig. 3 records the simulated UAV trajectory for the scenario
of K = 10 and N = 25. In the training process, the UAV
travels with an abnormal behavior because it is learning the
dynamic environment and the moving behavior of the K users.
When the learning process has been completed, the trained
DNN model is collected and tested in an environment of 100
episodes. Fig. 3(b) indicates that the proposed algorithm can
effectively learn the dynamic environment of RSMA downlink
communication with user mobility. In addition, Fig. 4 depicts
the convergence comparison between the SAS-DDPG and the
original DDPG. Due to the proposed action shaping functions,
the SAS-DDPG has stabler and better performance with an
increase of 2.42% regarding the total reward.

Fig. 5 compares the SAS-DDPG RSMA in terms of the
ASR with benchmark schemes. Under the scenario of N = 16
nd K = 18, the transmit power of the UAV is altered from
dBm to 30 dBm. Combining it with the RSMA technique,

he ASR with RSMA achieves 3.52%, 6.36%, 5.22% higher
19
Table 1
Simulation parameters.

Parameter Value

Network topology 1000× 1000× 50
Large scale pathloss Lhk 30+ 22log(d IU

k )
UAV maximum velocity 20 m/s
Noise variance −94 dBm/Hz
Rician factor κ 10
Minimum QoS Rth 1 bps
Carrier wavelength 0.5
User velocity 1.2 m/s
User moving angle CN (π, 1)
Target network update rate, ℸ 1e−3
Epsilon decay rate, ϵ 1e−3
Training/Testing episodes, Etrain /Etest 2000/100
Steps per episode, S 300
Buffer capacity D 1e6
Batch size B 128
Network learning rate lr 1e−3
Target update weight ℸ 1e−3
Discount factor γ 0.9

Fig. 4. Convergence performance comparison between safe action-shaping
deep deterministic policy gradient, original deep deterministic policy
gradient, and soft actor critic with K = 10 and N = 25.

results compared to ASR with NOMA in the case of the SAS-
DDPG, original DDPG, and SAC, respectively. In addition,
it is apparent that the proposed approach outperforms other
benchmark schemes regarding the ASR. Thus, the proposed
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Fig. 5. Comparison of the achievable maximum sum rate versus the different
transmit power values with K = 18 and N = 16.

Fig. 6. Comparison of the achievable maximum sum rate versus the various
fading environment factors with K = 18 and N = 16.

approach can be effectively applied to scenarios with multiple
antennae and dense user deployment.

Fig. 6 illustrates the effect of the Rician factor of the SAS-
DDPG RSMA scheme regarding the ASR compared to other
benchmark schemes. In particular, the probability level of the
LoS channel indicates by the κ value, which is changed to

imic different levels of uncertainty in channel conditions.
or a scenario of K = 10 and N = 16, five cases of κ:
10−1, 100, 101, 102,∞} are simulated. The SAS-DDPG com-
ined with the RSMA technique outperforms the comparison
chemes, with 7.38%, 11.52%, 57.02% and 90.76% higher
esults than the original DDPG, SAC, greedy, and random
chemes. Thus, it is evident that the combination of the trajec-
ory strategy, rate-splitting allocation, and beamforming design
an enable efficient ASR maximization gains at different levels
n a fading environment.
20
6. Conclusion

This study investigated the UAV-aided RSMA downlink
communication system considering user mobility and URA an-
tenna design. The sum-rate maximization problem was formu-
lated by jointly optimizing the beamforming matrix, common
rate allocation, and UAV trajectory design. The SAS-DDPG
algorithm was proposed to address the formulated problem
without requiring prior CSI information. Through the numeri-
cal simulation results, it is evident that the proposed algorithm
efficiently infers dynamic CSI and determines instantaneous
optimal solution. Nonetheless, there are many research chal-
lenges and issues, including propagation under imperfect CSI,
efficient energy management, hardware constraint and hetero-
geneous IoT environment, which we should consider in the
future work.
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