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1. Introduction

Recently, spectrum demand for wireless networks is heavily increasing.

However, spectrum allocation is not efficient to support this huge demand.

Some spectrum bands are heavy, while other bands are sparsely used. There

are two possible solutions: directional antennas and cognitive radio networks.

Directional antennas form multiple beams, and communicates via beams

toward a direction. Networks using directional antennas have larger capacity

than traditional networks. When a directional antenna user communicates

using a beam, users on the other side of the beams dose not interfere with

the beam. It can be seen as space division a kind of multiplexing technique.

The concept of the cognitive radio (CR) was first proposed by J. Mitola

[1]. The CR is an opportunistic spectrum access technique that users find

the spectrum hole and access the channel. Spectrum hole is the spectrum

band which is not used. There are two kinds of two kind of users: Primary

User (PU) and Secondary User (SU). PUs are licensed user of the spectrum

band. SUs can borrow channels which is not used by PUs (spectrum hole)

and access that channel. SUs have to perform spectrum sensing to find

spectrum hole.

SUs do not always perform spectrum sensing perfectly due to many fac-

tors such as fading and thermal noise and so on. A SU can make PU de-
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tection decision while the channel is actually unoccupied (false alarm). It is

also possible that a SU decide the channel is unoccupied even if PUs is in

ON the channel (miss detection).

Most of traditional cognitive radio networks have used omni-directional

antennas. However, omni-directional antennas cannot provide spatial gain

such as exact locations of primary users (PU). Compared with an omni-

counterpart, directional antennas provides more exact location of the de-

tected PU. Moreover, directional antennas have longer sensing range over

the same amount of energy compared to the omni-directional antennas.

Cooperative spectrum sensing schemes help secondary users (SUs) make

more precise PU detection decision. Cooperative spectrum sensing schemes

are classified into two categories [2]: (1) centralized and (2) distributed. Cen-

tralized schemes [3–10] require a coordinator called as a fusion center (FC).

The FC gathers sensing information from SUs, and computes sensing sched-

ule for the SUs, and disseminates parameters to the SUs. On the other

hand, SUs of distributed scheme [11–17] make sensing schedule themselves,

and share sensing information.

Most of existing cooperative sensing schemes are centralized schemes.

Exchanging control frames with a FC results in significant overhead such as

collisions and energy consumption and so on. However, distributed schemes

dose not require a FC. Therefore, distributed schemes shows better perfor-

mance nevertheless of the difficulty of design.

Performing sensing also makes temporal overheads. First, spectrum sens-
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ing of traditional cognitive network requires quite period. Recently, active

sensing is proposed to avoid quite period [18, 19]. SUs performing active

sensing can transmit data while performing sensing.

Second, a SU cannot transmit during the SU is performing sensing, since

simultaneous transmission and receiving is impossible. Self-interference is an

interference at a receiver of a node generated by the transmitters of the same

node. For this reason, SUs have to use the two-stage ”listen-before-talk”

(LBT) protocol [20]. If self-interference is canceled, simultaneous transmis-

sion and receiving can be possible. In other words, ”listen-and-talk” (LAT)

protocol is possible. Self-Interference Cancellation (SIC) schemes are pro-

posed as Full Duplex Radio. Choi and Jain et al. from Standford University

proposed and demonstrated full duplex radio schemes [21, 22]. Other full

duplex radio scheme [23–26] also have been proposed recently.

In this paper, the distributed cooperative directional spectrum sensing

scheme with active sensing and full duplex is proposed. To the best of the

author’s knowledge, there is no cooperative sensing scheme for directional

antennas. There is also no cooperative sensing scheme using full duplex

radio or active sensing.

Active sensing and full duplex, which are cutting-edge techniques, re-

duce overhead significantly. However, these techniques have less reliability

than traditional techniques due to these working environment (more inter-

ferences). Therefore, the goal of proposed scheme is maximizing the relia-

bility of PU detection and minimizing sensing overheads by determining de-
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termining participating sensing of a beam and PU detection threshold. The

parameters are determined by a game theoretical algorithm.

The rest of this paper is organized as follows. In Section 2, related works

are reviewed. System models are proposed in Section 3, and cooperative

sensing scheme is applied and the channel selection algorithm is proposed is

Selection 4. In section 5, sensing participation and PU detection margin se-

lection game is modeled and solved. Performance evaluation and conclusion

is proposed in Section 6 and Section 7, respectively.
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2. Related Works

As mentioned in Section 1, cooperative spectrum sensing schemes have

several benefits. Especially, cooperative spectrum sensing improves the pre-

cision of spectrum sensing of each SU. Cooperative spectrum sensing schemes

are classified into centralized and distributed following the existence of a co-

ordinator (FC) [2].

In centralized scheme [3–10], a coordinator called as a FC overally con-

trols the cooperative sensing. Bhowmic et al. [6] proposed a scheme mini-

mizing the total error probability. The authors analyzed that the accuracy

of sensing is depends on the number of SUs participating cooperative sensing

and sensing time. The minimized total error probability is calculated from

the optimal number of the the number of participating SUs. Yulong et al. [7]

proposed a selective-delay based cooperative spectrum sensing scheme. Most

of centralized cooperative spectrum sensing scheme require dedicated control

channel to communicate with a FC. This is a spectral overhead. The scheme

communicate with the FC using a selective relay node instead of without

dedicated channel [8] proposed by Feng et al. chooses an optimal sensing

duration. This scheme considers a balance between energy consumption and

system throughput. To achieve the optimal, an utility function is proposed.

The maximization of the utility function is the optimal sensing duration.
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Liao et al. proposed a cooperative spectrum sensing algorithm using full

duplex radio [10]. The work is an only cooperative sensing scheme using full

duplex radio. A SU perform spectrum sensing and get the sensing result as

one-bit hard decision. The SU transmit the result to the FC, and the FC

determine the final sensing result using OR fusion rule.

In distributed schemes [11–17], there is no coordinator in the CRN un-

like centralized schemes. The SUs in the CRN share their sensing infor-

mation with neighboring SUs. Based on shared sensing information, each

SU schedules sensing themselves. The distributed schemes are suitable to

ad-hoc fashion networks. Balierio et al. [11] proposed an adaptive sensing

duration scheme based on a multi-objective genetic algorithm formulation.

This scheme maximize the number of transmission opportunities and min-

imize overhead by optimizing sensing duration. Cheng et al. [13] proposed

a scheme optimizing sensing schedule. The goal of this scheme is minimiz-

ing the number of ON/OFF switching to reduce the energy consumption

(more frequent swathing requires more energy). The optimization problem

is solved by a proposed greedy Heuristic algorithm. [15] proposed by Thilina

et al. is a cooperative sensing technique based on pattern classification (a

kind of machine learning). K-nearest-neighbor algorithm and support vector

machine are used for pattern classification. The authors selected received

signal strength (RSSI) as a feature of the classification. The SU calculates

RSSI and classifies it PU detection or not, and learn the newly calculated

RSSI.
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Among distributed algorithm, there are several schemes using Game The-

ory [14,16,17]. SUs in [14] proposed by Li et al. determine two parameters:

participating cooperative sensing and channel to sense. Evolutionary game

is introduced to determine participating or not. The sensing channel is se-

lected by proposed coalition formation algorithm. Wang et al. [16] proposed

overlapping coalition formation approach. SUs in this work share sensing

information with SUs in the same coalition. As mentioned in [16], SUs in

the most of scheme has a single coalition. However, the SUs in this work

can select multiple coalitions based on their proposed game model. Jiang et

al. [17] propose a joint spectrum sensing scheme. Jiang et al. modeled an

evolutionary game for the joint spectrum sensing and access problem. The

distributed learning algorithm for the game is introduced, and SUs do not

deviate. A SU uses the algorithm sensing and accessing the channel with

the probability (stochastic strategy) getting from its history.

[27] proposed by Xu et al. is an opportunistic spectrum access scheme

with a Stochastic Learning Automata (SLA). This scheme is not the coop-

erative sensing scheme, but realistic one. Most of existing spectrum access

schemes assume that SUs have full knowledge and environment are time in-

variant during gathering of sensing information period. Since this assump-

tions are unrealistic, this work propose SLA with imperfect game. This

scheme propose genie-aided algorithm (with perfect information) firstly, and

modify the genie-aided algorithm into the SLA (with imperfect information).

The authors proof that the proposed game has at least one Nash Equilibrium
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and, their propose algorithm converges to a Nash Equilibrium. This paper

is motivated from the scheme.

To best the author’s knowledge, there is no cooperative sensing scheme

using directional antenna or active sensing.
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3. System Model

In this system, there are N SUs and K data channels. The ith SU is

denoted as SUi. A SU is equipped with a directional antennas supporting full

duplex radio, and each directional antenna has M beam patterns like Fig.

3.2a. SUs detect PU using an active sensing scheme based on a Spectral

Correlation Function (SCF) detector [19]. SUs are assumed to be static,

and know the number of neighboring nodes, the angle of beams of each

neighboring node, and which beam can communicate a beam of neighboring

node1.

3.1 Primary User

Following IEEE 802.22 standard, PU follows DVB-T [19]. PU is equipped

an omni-directional antenna depicted in Fig. 3.2b, and assumed to be oper-

ate in a slotted fashion. There are pilot signals which is a cyclo-stationary

in the frame of DVB-T [28].

1This information can be gotten from initial setup process such as an exchange of Hello
message.
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Figure 3.1: Exemplary illustration of the proposed CRN with N = 10 and M = 3

(a) Secondary User Model (b) Primary User Model

Figure 3.2: User model

Figure 3.3: Data Link layer structure when M = 4
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3.2 Layer Architecture

The proposed scheme operates on the MAC layer. We assume that each

beam has a MAC sublayer, and it is connected to the LLC sublayer which is

one in a SU. This architecture is described in Fig. 3.3. Each beam operates

independently from other beams. A MAC communicates with other MACs

via the LLC.

A MAC performs entire operations defined on the proposed scheme such

as performing sensing, updating sensing parameters, and so on. The LLC

sublayer is an interface between MAC layers and a network layer. The LLC

performs block the beams and exchange data between MACs.

3.3 Antenna Model

As mentioned above, SUs are equipped with a directional antenna can

forming M beam patterns. The side lobe of a beam is negligible since the

side lobe is much smaller than main lobe, and each beam patterns are ideally

non-overlapping. Each beam has the same size of sector of which angle is θ,

where Mθ = 2π.

In each beam, each beam has two transmitters and two receivers to sup-

port full duplex. Following 2-level cancellation of MIDU technique [23],

transmitters and receivers are located as ”+” form. The exemplary arrange-

ment of transmitters and receivers are described in Fig. 3.4. Then, receivers

and transmitters are arranged symmetrically with a constant l. By this ar-
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Figure 3.4: Arrangement of Transmitters and Receivers in a beam

rangement, the self-interference is canceled mathematically.

3.4 Channels

In the proposed scheme, there are two kinds of channels: a control chan-

nel and K data channels. The licensed band of PUs is divided into K chan-

nels, and the each of divided band is a data channel of SUs. SUs use data

channels to transmit or receive data frames.

Control channel is an underlay control channel using entire licenced band
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of PU. The implementation of underlay control is proposed in [30]. SUs use

control channels to exchange control frames introduced in section 4.

3.5 Primary User Detection Method

Many classical spectrum sensing techniques for PU detection are pro-

posed. Energy detection, Spectrum sensing exploiting second-order statis-

tics, Statistical pattern recognition, feature template, and cyclostationary

detection are basic spectrum sensing techniques [31]. Most of existing schemes

perform sensing with energy detection. However, energy detection technique

requires quite period (other techniques are same). In the proposed scheme,

active sensing [18,19] technique is used.

Active sensing techniques are introduced to avoid quite period. The

technique is based on cyclostationary of pilot signal. SUs of the proposed

scheme perform active sensing since the SUs do not need to be quite during

sensing duration of other SUs. The SUs using active sensing know the pilot

pattern which is cyclostationary, and calculates spectral correlation with

pilot of received signal. Pilot patterns are open to the public [28].

The probability density function (pdf) of the spectral correlation func-

tion follows normal distribution [19]. The pdf is follows normal distribution

N(µ1, σ
2
1) when PU is ON, and follows normal distribution N(µ0, σ

2
0) when

PU is OFF. The detection probability PD(·) and the false alarm probability

13



PFA(·) is given as [19]

PD(λ) = Q

(
λ− Fµ1√

Fσ1

)
(3.1)

PFA(λ) = Q

(
λ− Fµ0√

Fσ0

)
(3.2)

Q(x) =
1√
2π

∫ ∞
x

exp

(
−u

2

2

)
du, (3.3)

where λ and F are the detection threshold and the number of spectral cor-

relation features, respectively.
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4. Cooperative Spectrum Sensing

In this section, the operation of the proposed schemes and the channel

selection algorithm are introduced. The proposed scheme optimizes three

parameters as mentioned in Section 1: the participating sensing bi,j and

PU detection threshold ri,j . bi,j and ri,j are determined by game theory

described in Section 5 to maximize reliability and minimize overhead.

We introduce two kinds of control frames for cooperative spectrum sens-

ing. First is a notification frame which includes updated bi,j , ri,j , and sensing

channel and so on (Hereafter, bi,j and ri,j are called as sensing parameters).

A notification frame is transmitted after the SUs schedule sensing. Notifi-

cation frames include every information required by cooperative spectrum

sensing.

Second is a detection frame which informs the PU detection. A detection

frame is transmitted when the SU make a PU detect decision when a SU

have finished sensing. The frame includes the beam index and the SU index.

A detection frame has the highest priority among the frames.
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4.1 Operating of Proposed Cooperative Spectrum

Sensing

Remark that PUs operate in a slotted fashion. SUs synchronize with PU

pilot signal [32], and know the start of a slot of PUs. A jth beam of SUi

with bi,j = 1 performs sensing with the first L symbols of a slot. MAC of

each beam calculates the sensing parameters during the slot, and transmit a

notification frame to the neighboring nodes before the end of the slot. This

operation during a slot is depectied in Fig. 4.1

Algorithm 1 shows the pseudo code of the operating of jth beam of SUi.

If bi,j = 1 at the start of a slot (line 6), jth beam of SUi (hereafter [i, j])

starts to perform sensing (line 7). At the end of the sensing (line 8), a

detection frame is transmitted if at least one PU is detected (lines 9-13).

[i, j] updates its sensing parameters and the channel to sense at this time,

and transmit a notification frame to the neighboring nodes (lines 16-17).

Figure 4.1: The time line of cooperative sensing during a slot
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Algorithm 1 Operating of the Proposed Scheme

1: tt : The clock counter after the start of the slot
2: ts : The number of clocks of a slot
3: tb : The number of clocks of a symbol of a PU
4: Γ : The calculated spectral correlation (the sensing result)
5: loop
6: if tt == 0 AND bi,j == 1 then {// at the start of a slot}
7: jth beam of SUi starts to perform active sensing over ci,j with ri,j ;
8: else if tt == Ltb then {// at the end of the sensing}
9: if bi,j == 1 then

10: If bi,j == 1, finish sensing and calculate the spectral correlation;
11: if Γ ≥ ri,j then {// PU is detected}
12: Transmit a detection frame to the neighboring SUs over the

control channel;
13: Report the detection to the LLC;
14: end if
15: end if
16: Update sensing parameters;
17: Transmit a notification frame to the neighboring SUs over the con-

trol channel;
18: else if tt == tb then {// at the end of a slot}
19: tt ← 0;
20: else
21: if A notification frame is received then
22: Save the received sensing parameters;
23: end if
24: if A detection frame is received from the other SU then
25: Report the detection the LLC;
26: end if
27: end if
28: end loop
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(a) [1, 1] and [2, 2] are performing sensing
for 0 ≤ tt ≤ Ltb of the first slot

(b) SUs are exchanging notification frames
in the first and second slot

(c) [1, 1] and [3, 0] perform sensing and de-
tect PU0 for 0 ≤ tt ≤ Ltb of the second
slot

(d) [1, 1] and [3, 0] transmit detection
frame over the control channel

Figure 4.2: Example of Operation of Proposed Scheme

[i, j] save sensing parameters of neighbors when the notification frame is

received (lines 21-25). The LLC sublayer got the detection report (lines 13

and 25) if [i, j] detect PU or a detection frame is received (lines 11 and 24).

Then, the LLC block the whole beam until the next slot.

It is assumed that SUs transmit data frames with CSMA mechanism.

For this assumption, SUs do not transmit for 0 ≤ tt ≤ Ltb (during active

sensing duration) if ci,j is occupied by PU.

Fig. 4.2 describes the example of Algorithm 1. In the figure, four SUs
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and a PU exist, and [1, 1], [2, 2], [3, 0], and [4, 3] can communicate with each

other. They communicate and perform sensing over the same channel. In

the first slot (Fig. 4.2a), the PU is OFF. [1, 1] and [2, 2] perform sensing

to detect PU for 0 ≤ tt ≤ Ltb in Fig. 4.2a. Both [1, 1] and [2, 2] do not

detect PU. After sensing, SUs schedule sensing themselves, and exchange

their notification frames (Fig. 4.2b).

In the second slot (Fig. 4.2c and 4.2d), PU is ON. [1, 1] and [3, 0] per-

form sensing to detect PU, and only [3, 0] detect PU while [1, 1] makes miss

detection (Fig. 4.2c). SU3 transmits a detection frame to the neighboring

beams over the control channel (Fig. 4.2d), and [1, 1], [2, 2], and [4, 3] re-

ceive the detection frame from [3, 0]. After the detection frame transmission,

SUs SUs schedule sensing themselves, and exchange their notification frames

again depicted as in Fig. 4.2c. And then, the beams which transmitted or

received the detection frame are blocked.

4.2 Channel Selection Algorithm

In cooperative spectrum sensing, same sensing channels increase the ef-

ficiency of cooperative sensing. Entire SUs determine the same channel dur-

ing initialization of CRN. The sensing channel is not changed unless PU is

detected or unless a detection frame is received. If PU is detected or a de-

tection frame is received, SUs decide to change the channel.
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c
(t)
i,j is the sensing channel of [i, j] at tth slot. c

(t+1)
i,j is given as

c
(t+1)
i,j =


(
c
(t)
i,j + 1

)
mod K, if c

(t)
i,j is occupied by PUs

c
(t)
i,j , otherwise

(4.1)

For (4.1), sensing channel of [i, j] is seen as being became different from

other SUs. However, this is not the problem since the channel is synchronized

by the notification. If the sensing channel is different, the sensing channel

is determined as the sensing channel of SU of which MAC address is the

biggest.
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5. bi,j and ri,j Selection Game

5.1 Game Model and Formulation

The proposed game model is denoted as

GS =
{
N,
{
A[i,j]

}
[i,j]∈N ,

{
u[i,j]

}
[i,j]∈N

}
, (5.1)

where N is the set of players (the set of beams of SUs), A[i,j] = {(a, b) a ∈

{0, 1}, b ∈ R} is the set of available actions of [i, j]. a[i,j] ∈ A[i,j] is the action

of [i, j], and a−[i,j] ∈ A[i,j] \a[i,j] is the action of players (beams) except [i, j].

u[i,j] is the utility function of [i, j] of which parameters are a[i,j] and a−[i,j].

N
[i,j]
n is the set of neighboring beams of [i, j]. In the proposed scheme, [i, j]

cooperate only neighboring nodes N
[i,j]
n . Therefore, N = N

[i,j]
n .

The goal of the proposed scheme is (1) maximizing reliability and (2)

maximizing cooperative sensing efficiency (minimizing overhead). The util-

ity function u[i,j] means the gain of the [i, j] with a[i,j] and a−[i,j]. Therefore,

u[i,j] is consist of terms for the goals.

As described in Section 3.5, active sensing shceme can make an error

such as false alarm and miss detection. Therefore, maximizing the correct

detect decision probability is equal to maximizing reliability.
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To maximize cooperative sensing efficiency, the collision of detection

frames are avoided. More sensing SUs make more detection frame colli-

sions. However, if no beam dose not perform sensing, cooperative sensing

scheme cannot be work.

Probability of Correct Detection PCD(ri,j , bi,j) and Beam Efficiency In-

dex BEI(bi,j) are introduced to maximize cooperative sensing efficiency. For

this reason, utility function u[i,j](a[i,j], a−[i,j]) is defined as

u[i,j]
(
a[i,j], a−[i,j]

)
= αPCD(ri,j , bi,j) + βBEI(bi,j), (5.2)

where α and β are constant making balance between PCD(ri,j , bi,j) and

BEI(bi,j). Then, the systemic of objective of [i, j] is to find a duple

(r∗i,j , b
∗
i,j) =arg max

ri,j ,bi,j

u[i,j]
(
a[i,j], a−[i,j]

)
(5.3)

s.t. bi,j ∈ {0, 1}. (5.4)

Most of existing cooperative sensing schemes assume that every player

has perfect information. However, this assumption is not practical [27]. To

avoid this impractical assumption, this paper propose a stochastic imperfect

game as the modification version of the algorithm based on perfect informa-

tion.
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5.1.1 The Probability of Correct Detection

Two hypotheses are defined as

H0 : PUs are absent (5.5)

H1 : PUs are present, (5.6)

where the complement of H0 is H1. Under H0, the correct detection is that

whole SUs decide that PUs are absent in the proposed scheme. The correct

detection is at least one SU makes PU detection decision under H1. Then,

PCD(ri,j , bi,j) is given by

PCD(ri,j , bi,j)

= P

 Entire beams dose

not make flase alarm

H0

P (H0) + P

At least one beam make

detection decision

H1

P (H1)

=

1−
∏

[u,b]∈SN

P
[u,b]
FA (ru,b)

P (H0)

1−
∏

[u,b]∈SN

(
1− P [u,b]

D (ru,b)
)P (H1)

=

1−
∏

[u,b]∈SN

P
[u,b]
FA (ru,b)

POFF

1−
∏

[u,b]∈SN

(
1− P [u,b]

D (ru,b)
)PON , (5.7)

where PON and POFF denote the probability of H1 and H0, respectively.

PON and POFF is known as constant [27]. SN is the set of sensing beams

among [i, j] and its neighboring beams. SN is mathematically written as

SN =
{

[u, b] [u, b] ∈
(
N[i,j]
n ∪ {[i, j]}

)
∧ bu,b = 1

}
. (5.8)
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P
[i,j]
FA (ri,j) and P

[i,j]
D (ri,j) are the probability of false alarm and detection

of [i, j], respectively. The probabilities of active sensing are (3.2) and (3.1).

5.1.2 Beam Efficiency Index

Beam Efficiency Index is defined in the economical aspect with the trusta-

bility of [u, b] at [i, j], T
[i,j]
[u,b]. The trustability represents how much [i, j] trust

the sensing result of [u, b]. If bi,j = 1, [i, j] perform sensing with ignoring the

trustability of neighboring beams. Then, the trustabilities are opportunity

cost (loss) of [i, j] for sensing. On the other hand, the trustabilities are ben-

efits of [i, j]. [i, j] cooperate with the neighbring beams. Therefore, Beam

Efficiency Index BEI(bi,j) is defined as

BEI (bi,j) = (1− bi,j)
∑

[u,b]∈N[i,j]
n

T
[i,j]
[u,b] − bi,j

∑
[u,b]∈N[

ni,j]

T
[i,j]
[u,b]

= (1− 2bi,j)
∑

[u,b]∈N[i,j]
n

T
[i,j]
[u,b]. (5.9)

A beam of a directional antenna has larger antenna gain at the center

of the beam [29]. Sidelobes are negligible by assumption in Section 3.3.

Therefore, the mainlobe has the strongest power at the center of the beam,

and the mainlobe has weaker power at the edge of the beam. Therefore, the

RSSI is bigger the difference of angle of two communicating beam is closer

to π. It is also well-known that RSSI is bigger in the closer distance.

Fig. 5.1 describes the example: large RSSI and small RSSI. In the case

of Fig. 5.1a, the signal is received with the large RSSI. The distance between
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(a) The case of the large RSSI (b) The case of the small RSSI

Figure 5.1: Sensing Space Comparison Following the RSSI

two SUs are short, and the difference of the cooperating beams is almost π.

The much of sensing sectors of two beams are overlapped with each other.

However, in Fig. 5.1b, the sensing sectors of two beams are rarely over-

lapped with each other. Two SUs are far away from each other, and dif-

ference of the cooperating beams is not close to π. The RSSI of this case

is small. Therefore, it is natural assumption that larger RSSI represent the

more overlap of sensing sector.

From above assumption, T
[i,j]
[u,b] is given as

T
[i,j]
[u,b] = P ([u, b] performs correct sensing) RSSIu,i

= bu,bP (sensing of [u, b] is correct ) RSSIu,i
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= bu,b

(
PONP

[u,b]
D (ru,b) + POFF

{
1− P [u,b]

FA (ru,b)
})

RSSIu,i, (5.10)

where RSSIu,i is signal strenth from SUu measured at the SUi.

From (5.10), (5.9) can be rewritten as

BEI (bi,j) = (1− 2bi,j)×∑
[u,b]∈N

[i,j]
n

[
bu,b

(
PONP

[u,b]
D (ru,b) + POFF

{
1− P [u,b]

FA (ru,b)
})

RSSIu,i

]
. (5.11)

5.1.3 α and β Selection

α and β in (5.2) make a balance between (5.7) and (5.11) to optimize with

two different metrics. In other words, α and β make αP (Correct Decision)

and βBEI(bi,j) have the similar (almost same) size of range. Since ri,j is in-

dependent from BEI, aspect of ri,j dose not need to be considered to the size

of the range. Hereafter, P (Correct Decision) is denoted as PCD(ri,j , bi,j)

for simplicity. The size of the range is given as (∆ means the size of the

range)

∆αPCD(ri,j , bi,j) = α∆PCD(ri,j , bi,j)

= α (max PCD(ri,j , bi,j)−min PCD(ri,j , bi,j)) (5.12)

∆βBEI(bi,j) = β∆BEI(bi,j)

= β (max BEI(bi,j)−min BEI(bi,j)) . (5.13)
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Based on the rule of α and β, α and β are given as

α =
1

maxPCD(ri,j , bi,j)−minPCD(ri,j , bi,j)
(5.14)

β =
1

max BEI(bi,j)−min BEI(bi,j)
(5.15)

For simplicity, µ0, σ0, µ1, and σ1 are assumed to be constant. Sensing

parameters from other beams are also assumed to be constant.

From (5.8),

|SN |bi,j=1 = |SN |bi,j=0 + 1. (5.16)

(5.16) implies that when bi,j = 1

∏
[u,b]∈SN

P
[u,b]
FA (ru,b) ≤

∏
[u,b]∈SN

P
[u,b]
FA (ru,b) (5.17)

∏
[u,b]∈SN

(
1− P [u,b]

D (ru,b)
)
≤

∏
[u,b]∈SN

(
1− P [u,b]

D (ru,b)
)
. (5.18)

From (5.7), (5.17) and (5.18), we can conclude that PCD(∀r, 0) < PCD(∀r, 1).

Since ri,j is independent to PCD(ri,j , bi,j) if bi,j = 1,

min PCD(ri,j , bi,j) = PCD(∀r, 0). (5.19)

For simplicity,
∏

[u,b]∈SN\[i,j]

(
1− P [u,b]

D (ru,b)
)

and
∏

[u,b]∈SN\[i,j] P
[u,b]
FA (ru,b)

are denoted POD and POFA. From (5.7), (5.17) and (5.18), maxPCD(ri,j , bi,j) =

maxPCD(ri,j , 1). Then, we can rewrite (5.7) with maxPCD(ri,j , bi,j) =
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maxPCD(ri,j , 1) as

PCD(ri,j , 1) =
{

1− POFAP
[i,j]
FA (ri,j)

}
POFF +

{
1− POD + PODP

[i,j]
D (ri,j)

}
PON

(5.20)

By differentiate (5.20), we can derive the ri,j value of two extreme point

(using d
dri,j

PCD(ri,j , 1) = 0). For µ1 > µ0
1, the bigger solution r̂ is the

maximum point. Then,

maxPCD(ri,j , bi,j) = PCD(r̂, 1), (5.21)

where r̂ is defined as (5.30) or (5.31).

From (5.11), BEI(0) = −BEI(1). Therefore,

∆BEI(bi,j) = 2 |BEI(0)| . (5.22)

5.1.4 Analysis of Nash Equilibrium

Definition 5.1.1. The pure strategy profile a∗ is a pure strategy Nash Equi-

librium if and only if

u[i,j]

(
a∗[i,j], a

∗
−[i,j]

)
≥ u[i,j]

(
a[i,j], a

∗
−[i,j]

)
. (5.23)

A Nash Equilibrium (NE) is a strategy that [i, j] cannot change his strat-

1It is natural that spectral correlation with pilot signal is bigger under H1 than under
H0.
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egy to increase its payoff without others. In a NE, no player cannot deviate

since there is no benefit from deviation.

Theorem 5.1.1. The proposed game GS has at least one pure strategy Nash

Equilibrium.

Proof. From (5.23), a∗[i,j] is can be interpreted as a maximum point when

a∗−[i,j] is fixed2.

The proposed utility function (5.2) is a linear combination of PCD(ri,j , bi,j)

and BEI(bi,j). PCD(ri,j , bi,j) is dependent to ri,j while BEI(bi,j) is indepen-

dent. r̂ is the maximum point in ri,j domain from (5.21)¿Therefore, r̂ is the

NE point.

There are two cases on bi,j : bi,j = 1 and bi,j = 0. There is maximum

point on bi,j since there is only two value of bi,j . Therefore, the proposed

utility function has global optimal point, and it is interpreted as Theorem

5.1.1 is true.

5.2 Perfect Game

In this section, an mathematical approach finding NE is proposed. The

proposed approach on perfect game is modified into the imperfect game

algorithm in Section 5.3.

Every beam knows the strategy of others in a perfect game. Then, strate-

gies of others are constant and the algorithm of perfect game can be inter-

2It is natural since NE is defined on pure strategy
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preted as an optimization problem. The optimization problem is mathemat-

ically expressed as

max
ri,j ,bi,j

u[i,j]
(
a[i,j], a−[i,j]

)
(5.24)

s.t. bi,j ∈ {0, 1}, (5.25)

where a−[i,j] is known (fixed).

From (5.2), the utility function is re-written as

u[i,j]
(
a[i,j], a−[i,j]

)
=


Pr(ri,j , 1)−BER(1), if bi,j = 1

Pr(ri,j , 0) +BER(0), if bi,j = 0

(5.26)

In section 5.1.3, Pr(ri,j , 1) ≥ Pr(ri,j , 0) is showed. PCD(ri,j , bi,j) is depen-

dent on ri,j if bi,j = 1. From From (5.2), ri,j = r̂ if bi,j = 1. Therefore, the

maximum point can be founded as follow:

1. Find the maximum ri,j point r̂.

2. Select bi,j comparing the each case based on r̂.

The second step dose not require huge complexity since there are only two

cases.

r̂ can be given by analytical method. From (3.1), (3.2), (3.3), and (5.20),

PCD(ri,j , 1) is rewritten as

PCD(ri,j , 1) = POFF

{
1− POFAP

[i,j]
FA (ri,j)

}
+ PONP

O
DP

[i,j]
D (ri,j)
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= POFF

{
1− POFA√

2π

∫ ∞

x0

exp

(
−u

2

2

)
du

}
+
PONP

O
D√

2π

∫ ∞

x1

exp

(
−u

2

2

)
du,

(5.27)

where x0 =
ri,j−Fµ0√

Fσ0
and x1 =

ri,j−Fµ1√
Fσ1

.

The first derivative of (5.27) is evaluated as

dPCD

dri,j
(rE) =

POFFP
O
FA√

2πFσ0
exp

(
− (rE − Fµ0)2

2Fσ2
0

)
− PONP

O
D√

2πFσ1
exp

(
− (rE − Fµ1)2

2Fσ2
1

)
= exp

(
log

(
POFFP

O
FA√

2πFσ0

)
− (rE − Fµ0)2

2Fσ2
0

)
− exp

(
log

(
PONP

O
D√

2πFσ1

)
− (rE − Fµ1)2

2Fσ2
1

)
(5.28)

∵
dx0
dri,j

=
1√
Fσ0

,
dx0
dri,j

==
1√
Fσ1

.

The extreme points rE ’s are located on the solution of an equation

dPCD
dri,j

(rE) = 0. The equation is simplified as

(rE − Fµ1)2

2Fσ21
− (rE − Fµ0)2

2Fσ20
= log

(
σ0P

O
DPON

σ1POFAPOFF

)
(5.29)

Then, rE is solved when σ0 6= σ1 by

rE =
Fµ1σ0Fµ0σ1
σ0 − σ1

(5.30)

±

√
(2Fµ1σ0 − 2Fµ0σ1) 2 − 4 (σ1 − σ0)

(
F 2µ2

0σ1 − F 2µ2
1σ0 + 2Fσ0σ1 log

(
σ0PONPO

D

σ1POFFPO
FA

))
2 (σ0 − σ1)

..

One rE is the maximum point, and another is the minimum point.
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When σ0 = σ1 = σ, the rE which is the maximum point is derived by

rE =
2σ log

(
PONP

O
DP

O
FA

POFF

)
+ Fµ20 − Fµ21

2 (µ0 − µ1)
. (5.31)

Therefore, r̂ is larger rE in (5.30) or rE in (5.31).

5.3 Imperfect Game

In this section, the stochastic algorithm based on the mathematical ap-

proach in Section 5.2 is proposed. The proposed stochastic algorithm oper-

ates on the MAC sublayer.

To calculate the probability, the history matrices Hr and Hb are pro-

posed. Hr ∈ R|N
[i,j]
c |×κ saves the recent κ histories of ri,j of neighboring

beams. Hb ∈ B|N
[i,j]
c |×κ saves the recent κ histories of bi,j of neighboring

beams, where Bn×m denotes a n×m matrix consisted 0 and 1. The element

at xth row and yth column of Hr and Hb is denoted as Hr(x, y) and Hb(x, y),

respectively (x, y ∈ [0, κ−1]). A row denotes a beam, and a column denotes

a history in the matrices.

Algorithm 2 is the pseudo code of the proposed stochastic algorithm on

the aspects of [i, j]. There are two parts: Initialization part and Selection

part.

In Initialization part (lines 1-19), sensing parameters of neighbors are

calculated from the histories. [i, j] updates the history (lines 1-9). If the

notification frame is received in the slot (line 4), [i, j] updates the history
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Algorithm 2 Stochastic Selection Algorithm

1: Hr(x, y)← Hr(x, y + 1), 0 ≤ y < κ, ∀x;
2: Hb(x, y)← Hb(x, y + 1), 0 ≤ y < κ, ∀x;
3: for n ∈ N do
4: if The notification frame from n is received then
5: Update hr(n, κ− 1) and hb(n, κ− 1) from the received notification

frame from n;
6: else
7: hr(n, κ− 1)← mean (hr(n, y), 0 ≤ y < κ);
8: hb(n, κ− 1)← mean (hb(n, y), 0 ≤ y < κ);
9: end if

10: Rµ ← mean (hr(n, y),∀y) ;
11: Rσ ← stddev (hr(n, y),∀y) ;
12: R(n)← random (’normal’, Rµ(n), Rσ(n));
13: Pb=1 ← mean (hb(n, y), ∀y) ;
14: if random (’uniform’, 0, 1) ≤ Pb=1 then
15: B(n)← 1;
16: else
17: B(n)← 0;
18: end if
19: end for
20: Calculate POD and POFA from R;

21: Calculate |BEI| =
∑

[u,b]∈N[i,j]
n

T
[i,j]
[u,b] from R and B;

22: Update r∗i,j using (5.30) or (5.31);
23: if PCD(r∗i,j , 1)− |BEI| ≥ PCD(r∗i,j , 0) + |BEI| then
24: b∗i,j ← 1;
25: else
26: b∗i,j ← 0;
27: end if
28: return r∗i,j and b∗i,j ;
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using the received information (line 5). However, if the notification frame

is not received due to collision and so on (line 6), [i, j] updates the history

using the mean (lines 7-8).

After updating history, [i, j] estimates sensing parameters of other SUs

from the histories (lines 10-18). ri,j is updated as a random value from

Gaussian distribution (line 12) with its mean of history (line 10) and the

standard deviation (line 11). bi,j is updated randomly using how many times

others perform sensing (line 13-18).

In selection part (lines 20-27), [i, j] determines ri,j and bi,j using the

proposed equations in Section 5.2. Sensing parameters of other SUs are fixed

for initialization part. POD , POFA, and
∑

[u,b]∈N[i,j]
n

T
[i,j]
[u,b] , which are constant,

are calculated (lines 20-21). r∗i,j is updated following (5.30) or (5.31) (line

22). And then, b∗i,j is updated (lines 23-27).
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6. Performance Evaluation

In this section, the simulation environment is proposed. There is no

scheme based on the proposed environment as mentioned in Section 1. In

this paper, we provide comparisons with a non-cooperative sensing scheme

proposed in [19] and cooperative sensing scheme with random sensing pa-

rameters. The changing variables are the number of nodes and the number

of beams. We operate simulation on the correct detection rate to show the

reliability. The PU is assumed to be DVB-T system in free space.

ri,j ’s and bi,j ’s of non-cooperative sensing scheme are fixed. Whole beams

of the non-cooperative sensing scheme perform sensing without detection

frame transmission. The target detection rate in the non-cooperative scheme

is 0.9 (PD(ri,j , bi,j) = 0.9) [19].

The cooperative sensing scheme with random sensing parameters selects

ri,j and bi,j randomly. The ri,js are selected with Normal distribution with

mean µ0+µ1
2 and standard deviation σ0+σ1

2 . The bi,js of the random cooper-

ative scheme are selected randomly with a probability 0.5.

Simulation parameters are defined in Table 6.1. N , M , and the number

of PUs each are variable in this simulation. N , M , and the number of PUs

are fixed as 10, 4, and 3, respectively, when they are not variable. There is
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Table 6.1: Simulation Parameters

Parameters Value

The number of SUs N 1 ∼ 10 (fixed 10)

The number of beams M 2 ∼ 8 (fixed 4)

The number of PUs 1 ∼ 5 (fixed 5)

Topology Size 1 km × 1 km

Data Frame Size 1024 Bytes

Inter-Arrival Time of SNi 0.1 sec

The number of PUs 1

Bandwidth W 1 kHz

The length of a slot of PU 250 ms

The symbol rate of PU 6.75 Msym.s/sec

The # of spectral correlation features F 22

The # of symbols used for active sensing L 160

PU present probability PON 0.7

PU absent probability POFF 0.3

a PU since the PU system is a terrestrial broadcasting system. The PU is a

base station of DVB-T. F and L are determined following [19].

Fig. 6.1 shows the correct detection rate following the number of sec-

ondary users. Cooperative sensing schemes with random (hereafter, random

scheme) shows much lower correct detection rate than the non-cooperative

sensing scheme (hereafter, non scheme) and the proposed scheme. It is be-

cause SUs use a directional antenna. SUs select bi,j = 1 if [i, j] is towards

PU and PU is ON. However, random scheme dose not satisfy this condition

since it selects bi,j randomly. The correct detection rate of the proposed
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Figure 6.1: The correct detection rate following the number of SUs.
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Figure 6.2: The correct detection rate following the number of beams.

scheme is better than non scheme. Since ri,j ’s of the proposed scheme are

optimized not fixed, the proposed scheme selects ri,j to maximize correct

detection rate. Actually, ri,j ’s are different from each other following the

information from neighbors.

Overall, whole schemes show the almost-uniform correct detection rate

independent from the number of SUs in Fig. 6.1. The reason of this distri-

bution is the PU network is DVB-T system which is broadcasting system.

The increasing of the number of SUs is equal to increasing of the SU density

since topology size is fixed. Then, Whole SUs can detect PU if they perform

sensing.
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In Fig. 6.2, the random scheme shows the worst performance since ran-

dom ri,j and bi,j selection. The correct detection rate of the proposed scheme

is increasing while the non scheme is decreasing following the number of

beams. The more number of beams means the sharper sensing range of

beam. Then, There are more error since RSSI of signal from a PU is low.

When M = 2, the correct detection rate is same since M is small. How-

ever, the proposed scheme shows better performance than the non scheme

when M > 2 since the proposed scheme is cooperative sensing scheme using

detection frames. The SUs of the proposed scheme transmits a detection

frame to cooperate when they detect at least on PU. The collision probabil-

ity is lower with more beams, since transmit range is divided sharper.

Fig. 6.3 shows the correct detection rate following the number of PUs.

The proposed scheme and the scheme shows the increasing of the correct

detection rate following the number of PUs. The number of PUs which

are ON is increasing following the number of PUs. Then, the detection

rate is increased since there are more pilot patterns in the received signal.

Therefore, the detection rate increased. The proposed scheme also shows the

best performance in this figure since optimized ri,j and cooperative sensing.
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Figure 6.3: The correct detection rate following the number of PUs.
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7. Conclusion

We proposed the stochastic algorithm based on the game theory on the

cooperative sensing scheme. Sensing channel, PU detection threshold and

participating sensing three are sensing parameter of the proposed scheme.

The proposed scheme is based on a unique and novel system model.

PU detection threshold and participating sensing are determined by a

stochastic algorithm based on game theory. We propose a game model to

determine two sensing parameters. We formulate the utility function of the

game model considering ”Maximizing correct PU detection rate” and ”Min-

imizing sensing overhead”. The first is formulated as the probability that

SUs make correct decision under the PU state. The second is considered

with Beam Efficiency Index factor showing how much other SUs perform

sensing overlapping sector. The algorithm is designed in perfect information

environment first, and modified into imperfect information version using the

histories. In the simulation, the proposed scheme shows excellent perfor-

mance.
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The spectrum allocation is inefficient although the demand of wireless traf-
fic is increasing extremely. This problem can be solved by directional an-
tennas and cognitive radio. Directional antennas communicates via beams
having direction. It increases the network capacity by space division. The
cognitive radio network is proposed to solve this problem. The cognitive ra-
dio network has two kinds of user: primary users which is the licence users of
the spectrum band and secondary users which use the cognitive radio. Sec-
ondary users use the spectrum hole of primary user’s licenced band. There-
fore, secondary users need to perform spectrum sensing. However, in the
most of existing works, spectrum sensing requires quite period which is an
overhead. We adapt active sensing technique and full duplex radio to avoid
quite period.

Spectrum sensing dose not always provide perfect sensing. The coop-
erative sensing makes more accurate sensing by cooperating. This scheme
also use the directional antenna which provide more accurate geographical
information.

In this paper, a cooperative spectrum sensing technique is proposed con-
sidering ”How correct sense” and ”How efficiently cooperate” based on game
theory. Especially, the cognitive radio network using active sensing, full du-
plex, and a directional antenna is the novel approach. In simulation, the
proposed scheme shows better performance in entire simulation factors than
other schemes.
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